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ABSTRACT. The interest in empirical studies of monetary policy has increased in the last
decade. The deregulation of financial markets and the increased use of explicit policy rules
and targets have made monetary policy more transparent and interesting for economic analysis.
This paper demonstrates how a VAR model with long run restrictions justified by economic
theory can be usefully applied in analyses of issues central to monetary policy: the effects of in-
novations in interest rates and other shocks; the short and long run relationships between prices
and nominal and real exchange rates; the properties of an index of monetary conditions; dy-
namic forecasts of inflation; and the relation between inflation and the output gap.
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1. INTRODUCTION

Vector autoregressive (VAR) models have been much used in empirical studies of macro-
economic issues since they were launched for such purposes by Sims (1980). They are now
widely used in all kinds of empirical macroeconomic studies, from relatively atheoretical ex-
ercises such as data description and forecasting, to tests of fully specified economic’models.
The purpose of this paper is to show how a VAR approach can be usefully applied in analy-
ses of issues which are central to monetary policy in a small open economy under an inflation
targeting regime.

The interest in empirical studies of monetary policy has increased in the last decade, possi-
bly for the following two reasons. First, financial markets have been deregulated and monetary
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policy therefore more oriented towards open market operations than regulatory measures. Sec-
ond, monetary policy in many — especially small and relatively open — economies has been
increasingly and more explicitly based on policy rules and monetary targets. Explicit inflation
targets are for example used in Australia (since 1993), Canada (1991), Finland (1993), Israel
(1991), New Zealand (1990), Spain (1995), Sweden (1993), and the U.K. (A99®se de-
velopments have made monetary policy more transparent and more interesting for economic
analyses.

A stylized picture of the monetary policy process in a country with an inflation target may
look something like the following. Official central bank inflation forecasts are presented to
the public rather infrequently (e.g. in quarterly “inflation reports” as in Sweden and in the
U.K.). On these occasions attempts are made to measure and justify the overall stance of
monetary policy, considering not only the development of inflation, but also other variables
such as interest rates, the nominal exchange rate, indexes of “monetary conditions” (weighted
averages of exchange and interest rates), and the “output gap” (the difference between actual
and potential GDP). This work is partly based on econometric and statistical models, but the
forecasters’ judgments also play a central role. In the periods between the publications of
the inflation forecasts, the development of various indicators — such as the output gap and
the nominal exchange rate — are almost continuously used to update the forecasts and guide
monetary policy.

In the process of conducting monetary policy analysis, central bank economists are faced
with a number of empirical questions. Does the nominal exchange rate help to predict inflation?
Does the nominal exchange rate adjust in response to the difference between domestic and
foreign inflation, to restore some equilibrium level of the real exchange rate? How useful
are various measures of the output gap and of monetary conditions? How fast do changes
in monetary policy affect output and inflation? These questions concern complex relations
between variables which are all endogenously and simultaneously determined in the economic
system. It is hardly surprising that a common procedure is to develop partial models (or simple
rules of thumb) which are intended to handle these questions one at a time, i.e. to analyze each
issue under a set afeteris paribusassumptions. The risk with such an approach is that the
different partial models have properties that make them inconsistent with one another. If so,
they provide a shaky ground for policy analysis.

2The experiences in these and other countries are discussed in Haldane (1995) and Leiderman and Svensson
(1995).
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We do certainly not expect that there is any single model that can provide the best possible
answers to all relevant questions in the analysis of monetary policy, or that it yields exactly
the same answers when estimated for different time periods. Nevertheless, we believe that it
is necessary — not the least in order to make monetary policy transparent — to develop one,
say one, model which offers a consistent framework for studying the above questions. Such an
omnibus model can be used as a benchmark for partial models, i.e. models that are question
specific in design, as well as for the informal analyses that have to be made frequently in the
day to day operation of a central bank. In addition, it can provide useful information about
aggregate relationships that are used in theoretical analyses of inflation targeting. We intend to
show that a VAR model can serve these purposes.

While many previously used inflation forecasting models depend on exogenous variables,
the VAR approach endogenously determines all the variables which make up the system. This
means that it permits us to compute multi-step forecasts for each variable. Obviously, a model
which can only be used to generate 1-step ahead forecasts is of limited use for monetary policy
analysis.

Earlier VAR studies have in many cases been concerned with measuring monetary policy and
its macroeconomic effects. See e.g. Gordon and Leeper (1994), Christiano, Eichenbaum, and
Evans (1996), Leeper, Sims, and Zha (1996), and Bernanke and Mihov (1998) for studies of the
U.S., and Cushman and Zha (1997) for a study of Canada and further refetdnossntrast
to these earlier VAR studies, the identification of a reaction function for monetary policy is not
an issue in our paper. The reason is partly that we are interested in a broad set of questions,
relevant for monetary policy, but not all directly related to the effects of changes in monetary
policy. Another reason is that we expect it to be difficult to find a sufficiently long series of
observations on a single policy instrument.

The rest of the paper is organized as follows. In Section 2 the VAR framework is presented.
The empirical analysis, using Swedish data, begins in Section 3 with specification tests and
tests of long run (cointegration) relationships. Throughout, asymptotic tests are augmented
by parametric bootstrap analogues in order to make inference more reliable. In Section 4 we
present identifying assumptions that make it possible to interpret the VAR model’s residuals in
terms of underlying structural shocks. In Section 5 we use our framework to shed light on a
number of issues which are central in monetary policy analysis. Section 6 contains a summary
and suggests some lessons.

SRudebusch (1996) criticizes VAR analyses of monetary policy, and Sims (1996) responds to this criticism. Pagan
and Robertson (1995) review VAR analyses of monetary policy.



2. THE VAR M ODEL
2.1. VAR Models with Cointegrated Variables

A VAR model for x;, a vector oin observable variables, may generally be written
M(L)% = 8o+ 01D¢ + &, 1)

whereg;, a vector of residuals, is assumed to be i.i.d. Gaussian with zero mean and positive
definite covariance matriX. (A) is ann x n matrix polynomial of ordemp and defined by

M(A) =In—3}_; 1A, whereh is a complex number aridis the lag operator such thiakx =

% j. FurthermoreDy is a vector ofd observable deterministic variables. The VAR model may

be viewed as the reduced form of an underlying structural model. What distinguishes the VAR
from a structural model is that the latter is derived from economic theory, which usually implies
a large number of restrictions on parameters; restrictions which are not imposed on the VAR
model when it is estimated from macroeconomic data.

Macroeconomic time series are often characterized by a high degree of persistence. Fre-
guently, the persistence is well described by a so called unit root process, e.g. a random walk.
In such cases, at least some shocks have permanent effegt§i.enx; is nonstationary) and
standard asymptotic results may not be applicable. However, often one finds that changes in
%, denoted byA\x; = (1— L)%, are stationaryx is integrated of order oné(1)) and also that
certain linear combinations of the variablesdrare stationaryx is cointegratedCli(1,1)). If
so, the VAR model may be rewritten as a so called vector error correction (VEC) model

M(L)Ax% = 8o+ 81Dt — o (B'%—1) + &, 2)

wherelr (A) = I, — zipz_llri)\‘, M= —gf:iﬂl'li, andap’ = MN(1). The matricesx and are
nx r with rank equal ta. Letaj; and(;j denote the elements of and 3, respectively. The
columns off3, denoted by3s,s=1,...,r, are the so called cointegration vectors.

Since the VEC model is expressed in terms of stationary variatesnd the linear com-
binationsf'x;, standard theory can be used for inference about the parametérsaid a.
Estimates of the cointegration rankand3 can be obtained through the maximum likelihood
procedures suggested by Johansen (1988, 1991).

It is sometimes possible to give the cointegration vectors economic interpretations. In our
case,
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wherey; andy; denote domestic (Swedish) and foreign GDP, respectiyelgnd p;’ domestic

and foreign consumer price indexesandii domestic and foreign nominal three month in-
terest rates; and the nominal exchange rate (price of foreign currency in terms of domestic
currency)? If one cointegration vector takes the form

!/
8120—10101@,

the implication is that the real exchange rate+ pf — p, is stationary. That is, although
the nominal exchange rate and the price levels are nonstationary, the relative price between
domestic and foreign goods is not.

If the cointegration relations are interpreted as long run equilibrium conditions, then the
elements obx have natural economic interpretations as adjustment coefficients. For instance, if
the real exchange rate is “undervalued” in the sense that it is above its long run stationary level,
we may expect the nominal exchange rate to appreaaie> 0), the domestic price level
to rise @21 < 0), and/or the foreign price level to falti§; > 0). Whether the real exchange
rate is stationary or not, and whether it can be used to forecast the domestic price level and
the nominal exchange rate, are clearly questions that are relevant for monetary policy. Such
guestions can be formulated as hypotheses about the parameters of the VEC model in (2).

A variable which is integrated of order one (contains a unit root) is also said to h&tee a
chastic trendsince (some) shocks to it have permanent effects. Variables which are cointegrated
are analogously said to hagemmon stochastic trend# a vector ofn variables has coin-
tegration relations, the variables are drivenkby n—r stochastic trends (Stock and Watson,
1988). If the variables in the VAR model are found to be cointegrated, the model can thus be
written as a so called common trends model:

t
X = ATt + ®(L) ¢t + Hot + P ZDi+@(L)Dt+K, (3)
i=
wheret; is ak-dimensional vector of (unobservable) stochastic trends,

Tt = T—1+ Y. 4)

The factord(L)¢; is mean zero stationary with = F g, andyy being the firsk elements of
o, whereasy, i = 0,1, andA are orthogonal t@’.>

4All variables are expressed in terms of natural logarithms. The data are quarterly and from the period 1972:2—
1996:4. More details are given in the Data Appendix.

SAccordingly, the cointegration relations can be expresseibas= B'®(L)d; + B'O(L)D; + B'k. Thisr dimen-
sional stochastic process is stationary around the possibly time varyingBi{ean®(L)Dy).



2.2. Hypotheses about Cointegration

With the seven variables in our data set, how many common stochastic trends do we expect
to find? In equilibrium business cycle models, production is often assumed to be driven by
stochastic shocks to technology, while the price level is also affected by stochastic shocks to
the money supply (see e.g. Cooley and Hansen, 1995). Empirically, technology (the “Solow
residual”) appears to be well described by a random walk with drift. Given the secular rise in
the price levels in most countries during the last half century, it is also reasonable to assume the
existence of a nominal stochastic trend, determined by the design of monetary policy. Accord-
ingly, if the domestic and foreign real and nominal stochastic trends are independent, then we
expect to findk > 4, and, hence, < 35

Suppose there are four stochastic trends and hence three cointegration vectors. If there are
two stochastic trends (e.g. technology and monetary policy) driving the three foreign variables,
Vi, pi, andif, these three variables must be cointegrated. But there is little reason for any of the
domestic variables in a small country like Sweden to affect the long run stationary relationship
between the foreign variables. Hence we expect to find one cointegration relation between the
foreign variables only. One possibility is thitis stationary because the real interest rate and
inflation expectations are stationary, and because of the Fisher relation (see e.g. the equilib-
rium business cycle model with stochastic trends in output and money supply in Séderlind and
Vredin, 1996). If so, we expegtto be stationary for the same reasons.

If if andi; are nonstationary, this may be because the real exchange rate or inflation ex-
pectations are nonstationary. The latter may not be a bad approximation in our sample, since
inflation targeting is a relatively recent phenomenon. In any case, financial markets equilib-
rium implies that the difference betwegrandi; is equal to the expected rate of change of the
exchange rate plus, possibly, a risk premium. If the nominal exchange rate is not integrated of
an order greater than one, and if the risk premium is zero (i.e. if domestic and foreign securities
are perfect substitutes) or stationary, the interest rate differential is stationary. Alternatively,
it —if may be cointegrated with variables that affect the risk premium, possibly domestic and
foreign output.

Goods market equilibrium may imply that the relative price between domestic and foreign
goods(q +pf— pt), the real exchange rate, is stationary, if domestic and foreign goods are so

5The stochastic trend in technology is usually assumed to be unobservable. If the money supply were exogenous,
it should be possible to measure the stochastic trend in monetary policy directly from money stock data. We find
it more reasonable, however, to treat monetary policy as partly endogenous. We also believe that price level and
interest rate data are more informative about monetary policy (at least in Sweden) than some money stock series.
See Bernanke and Mihov (1998) and Svensson (1998a) for discussions of related issues.
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close substitutes that purchasing power parity holds on average. There are many studies which
suggest that PPP does not hold (see e.g. Jacobson and Nessén, 1998), but we may still expect
the real exchange rate to be cointegrated with variables that reflect the demand or supply of
domestic and foreign goods, suchyagsndy; .

We should thus look for three cointegration vectors which lend themselves to economic
interpretations. Two vectors can be interpreted as equilibrium conditions for the goods and
financial markets, and these should involve the relative féce p; — p;) and the interest rate
differentiali; — if, respectively. The third cointegration relation, interpreted as a world market
equilibrium condition, should involveg', pf, andi{ and reflect that these three foreign variables
are not driven by three independent stochastic trends. That is, the cointegration vectors should
have the following form:

Pr= :[311 -1 Pz 1 P15 1 [317]7

B2= :[321 Boz 1 Boa PBos Pos —1]7 ()

BSZ:O 0 0O [335 [336 1]/-

While the hypothesized vectors in (5) appear to be reasonable from an economic point of
view, the second vector is generally not identified. We thus need to specify a set of vectors that
satisfies our basic economic reasoning while — at the same time — can be uniquely determined
from the data. One such set obtains when the real exchange rate and the two nominal interest
rates are stationary, i.e.

r /
612_0—10101@,

[322:001000(}/7 (6)

- /
Bsz_ooooooi-

This hypothesis holds in the theoretical model of inflation targeting by Svensson (1998b).

Let us briefly discuss how a finding &f~ 4 (and hence = 3) may be interpretedk < 4
may be consistent with a common trend in domestic and foreign technology and/or in domestic
and foreign monetary policy. In the former case the additional cointegration vector could be
associated with a stationary relationship between domestic and foreign GDP, and in the latter
it might be the case that the nominal exchange rate is stationary. A findinds thak, on

"The reason why the hypothesis (6) is a special case of (5) is due to the fact that the space spanned by the vectors
in (6) is equivalent to the space spanned by the vectors in (5) wh@p; alle equal to zero.
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the other hand, implies that there are other shocks with permanent effects than innovations in
technology and nominal trends. This is a feature of e.g. models with “bubbles” or multiple
equilibria, where exogenous changes in expectations can become self fulfilling. The additional
stochastic trend may thus reflect shocks to expectations. In that case it may not be possible to
find a stationary financial markets equilibrium condition (or even a goods market equilibrium).

2.3. Identifying Structural Shocks

For forecasting purposes it is often sufficient to analyze the unrestricted VAR model in (1).
VEC models like (2), however, often turn out to have superior empirical properties, possibly
because they make use of economic theory for finding meaningful long run relationships, while
the short run adjustment is left relatively unrestricted. For some purposes one may want to go
further and identify the shocks to the common stochastic trends and their effects on the variables
in the system.

The residualsg;, in the VAR model can be seen as linear combinations of the structural
shocks. We can identify at mostsuch shocks, which we denote by Havingk shocksy,
with permanent effects on the variablesqn(cf. (3)—(4)), there ar@ — k = r other structural
shocks with only transitory effects. Let these be contained in the vegtso that

cmrpr Y] ™
£y
Examples of transitory shocks are changes in aggregate demand that affect the cyclical evolu-
tion of the macroeconomy, but not its long run development.

In general, we cannot identify the structural shocks, even if we do know the cointegration
vectors, unless we impose restrictions on the common trends fhotielseparate the real
(technology) trends from the nominal trends we may, for instance, assume that nominal shocks
have no long run effect on real output. And, in order to separate the domestic trends from
the foreign, we may assume that the former have no long run effect on foreign variables (the
domestic economy being a small open economy). Similarly, we would presumably like to
distinguish transitory shocks to domestic aggregate demand from shocks to foreign aggregate
demand, e.g. by assuming that domestic demand shocks have no impact on foreign variables.

8Since the matriX in (7) hasn? parameters, it follows thaf restrictions have to be imposed on the parameters
in (3). Whenevek < n, some of these restrictions are imposed via the assumptioA thatx k rather tham x n.
For details, the reader is referred to e.g. Warne (1993) and Englund, Vredin, and Warne (1994).
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We will explain, implement, and evaluate identifying assumptions like these in Section 4
below. For the moment, let us just emphasize that the set of structural shocks and the asso-
ciated identifying assumptions are closely related to assumptions which have been employed
in previous analyses of monetary policy. For instance, the Svensson (1998b) model includes
aggregate supply shocks, which in our model are labeled technology shocks, and these shocks
can be distinguished from monetary policy shocks and from other shocks to aggregate demand.

3. AN EMPIRICAL VAR MODEL WITH COINTEGRATED VARIABLES
3.1. Specification Analysis

Prior to estimating lag length parameter in (1) and the cointegration rark ibfis useful to
consider and discuss the possibility that some of the nonstationary features in our system are
due to deterministic breaks and regime shifts. If this is the case, a valid cointegration analysis
requires conditioning on the nonstationary influence of such deterministic variables.

Figure 1 shows the time plots of the 7 endogenous variables being modeled. The domestic
and foreign output serieg, andy;, are both characterized by strong seasonal patterns, whereas
the remaining five series appear not to be affected by seasonality. Thus, rather than including
a full set of seasonal dummies in the VAR model we have chosen to seasonally adjust the two
output series only. This is done through regression analysis on seasonal dummy variables prior
to the system estimation.

The domestic and foreign price variabl@sandpf, display the usual strong upward trends
typical for price level variables. We note that there appear to be shifts in the trends of the price
levels during the 1980s and 1990s. These may very well reflect changes arising from regime
shifts in economic policy.

Economic policies directed towards low inflation were introduced in most Western European
countries and in the U.S. already in the beginning of the 1980s, but it was not until the early
1990s that Sweden started to seriously pursue a less Keynesian (accommodating) stabilization
policy. During the 1970s and 1980s, the Swedish krona was devalued on several occasions:
1973:1, 1976:4, 1977:2, 1977:3, 1981:3, and 1982:4. These devaluations are clearly born out
in Figure 1, where the series for the nominal exchange mtalisplays jumps at each of
these dates. The two largest devaluations occurred in 1981:3 and 1982:4. However, the most
dramatic change in the exchange rate series occurs when Sveriges Riksbank (the central bank
of Sweden) abandoned the pegged exchange rate in favor of a floating exchange rate in 1992:4.
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On the above grounds, we include the following set of deterministic variables:

1 iftel,i=1,2,...,5,

Dit =
0 otherwise,

wherel; = {1981:1}, 1, = {1981:3, I3 = {1982:4, 1, = {1979:2...,1996:4, andls =
{1992:4...,1996:4. In the terminology of Perron (1989), Dummy 1-3 represent “crashes”,
whereas Dummy 4 and 5 represent “changes in growth”. We interpret the latter two as captur-
ing the regime shifts in economic policy in foreign countries and Sweden, respectively. The
timing is quite straightforward in the case of Sweden; Dummy 5 is associated with the floating
exchange rate (inflation targeting) regime. The exact date of the foreign regime shift is harder
to pinpoint, but events around the second oil crisis possibly acted as catalysts for shifts towards
low inflation policies in many countries; hence the dating of Dummy 4.

It may be questioned, of course, whether a linear VAR model with constant parameters
provides an adequate approximation of an economy that experiences different policy regimes.
In practise, however, we find 5 dummy variables to be sufficient to overcome the specification
problems we encounter. For example, non-normality problems in the exchange rate equation
disappear when we include Dummy 2, 3, and 5.

Having settled on the conditioning set, we will now move on to the determination of the lag
length of the VAR. This is usually done by checking the agreement between the properties of
the estimated residuals and the assumption of independent and identically distributed normal
zero mean errors in (1). Instead we propose to examine the residuals of the VEC model (2) for
the following reasons:

(i) The specification tests employed are valid for, strictly speaking, stationary
processes only.

(i) The reference distributions for the specification tests are asymptotic and, hence,
may constitute poor approximations to the small sample distributions required
for reliable inference. In order to circumvent this problem we evaluate the
residuals using parametrically bootstrapped versions of the asymptotic speci-
fication tests. But the bootstrap procedure also requires stationarity to be valid,
and is thus better suited for the VEC rather than the VAR.

Panels A-C in Table 1 present misspecification analysegs4of2,3,...,6} andr € {1,2,...,5}
with respect to multivariate serial correlation, multivariate normality, and multivariate autore-
gressive conditional heteroscedasticity. Inference is given in terms of asymptotic as well as
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bootstrappeg-values? Apart from providing robust inference, there is further interesting in-
formation to gain from the bootstrap tests; namely an evaluation of the size properties of the
corresponding asymptotic tests. For instance, we see that the two getalokes for the mul-
tivariate ARCH test (Table 1 C) by and large coincide. On the other hand, the multivariate
Portmanteau test (Table 1 A) yields extremely poor asymptotic inference. The overall impres-
sion is that all specifications involving= 4,5, 6 are acceptable, with some reservation for the
normality tests when the rankis set to 1 and 2 in thp = 4 case. The principle of parsimony
suggests that 4 lags is the appropriate choice.

3.2. Cointegration Tests

The cointegration test results are reported in Table 2, and again we have estimated small sample
reference distributions by bootstrapping. The first two panels show asymptotic critical values.
In Panel A, where the effects on the critical values from the two regime shift dumbByes(d

Ds;) are ignored, we infer a cointegration rankrof 5. In Panel B, where we have simulated
asymptotic critical values with respect to the effects from the two regime shift dunifhiess,

find a rank ofr = 6. Turning to Panel C, with small sample critical values, there is evidence of

at least three cointegration vectors, but not more than four.

We have theoretical reasons to believe that there are at least 3 cointegration vectors and there
are a number of empirical results which suggest that3 is a reasonable choice. First, when
evaluating the forecasting performance (Section 5.1 below) we find that a model with three
vectors does fairly well. In particular, the three hypothesized cointegration vectors in (6) seem
to work quite well. Second, the results from the univariate specification tests (Table 3) suggest
that the model withp = 4,r = 3 has reasonable properties. Third, with four cointegration
vectors, the fluctuations around the three stochastic trends do not look statibritingse
results, together with our theoretical reasons as laid out in Section 2.2, have led us to base the
remaining analyses on a cointegration rank ef 3.

9The idea in bootstrap hypothesis testing is to estimate a reference distribution (critical values). This is done by
first generating a large number of pseudo samples with the null hypothesis in question imposed. The next step is
to evaluate the test function in each pseudo sample and then arrange the results in ascending order. We generate
the pseudo samples by a parametric procedure where we substitute the parameters of the VEC with the estimates
from the original sample and feed in pseudo random vectors, generart&tﬂ),%), in place ofg;. All bootstrap

results in this paper involve 100,000 generated pseudo samples.

10The remaining dummy variables do not affect the asymptotic distributions aRMeace statistics.

HGraphs of the so called transitory componentsrfer 3,4 are available on request. So are the results from
parameter stability tests of the VEC model under 3.



12

3.3. Cointegration Relations

In (8) below we report the estimated cointegration vectors given a particular set of exactly iden-
tifying restrictions. The restrictions, implying a certain rotation of the ML estimat@;, bave

been selected in order to facilitate a comparison with the hypothesized vectors in Section 2.2.
The first relation is interpreted as a goods market equilibrium condition and the second is re-
lated to a financial markets equilibrium condition. The third relation is intended to capture
common trends and equilibrium conditions between the foreign variables, but the (apparent)
nonzero coefficients on the domestic interest rate and the exchange rate make such an interpre-
tation troublesome. The general impression is still that the estimated cointegration vectors in
(8) are not widely at odds with the theoretical arguments in Section 2.2.

—~ r !/
Br1= —1.044 -1 -2875 1 0602 1 0052]

~ r /
P2=|0.243 0490 1 0015 0 -0.754 —1] (8)

~ r /
Bs=[0 0 —0363 —0400 —0.300 318 1

It is natural to proceed by examining the overidentifying restrictions implied by the three
theoretical vectors in (6). In earlier work (see e.g. Jacobson, Vredin, and Warne, 1998) we
have found that the LR test for hypotheses about the cointegration vectors, for a given rank,
is not well approximated by the limiting? distribution. In fact, it often tends to be seriously
oversized. Therefore, we will also estimate the small sample distributions with parametric
bootstrapping?

Based on the limiting(? distribution with 12 degrees of freedom, the LR test statistic of
110.3 firmly rejects (6). The following bootstrap percentiles were obtained:

80% 90% 95% 95% 99%
x2(12) 158 185 210 233 262
bootstrap 45 481 538 592 657
Hence, we may conclude that although the likelihood ratio test is indeed seriously oversized,
inference does not change when using the bootstrap test.

In summary, we have found support for our hypothesis that the variablesan be char-
acterized by a VEC model like (2). This implies that they are driven by a reduced number

12Gredenhoff and Jacobson (1998) use response surface regressions to examine the size distortion problem as a
function of the sample size and the complexity of the model, represented by the dimension of the system, the lag
order, and the cointegration rank. The paper also evaluates the size properties of a bootstrap version of the test. It
is found that for reasonable sample sizes, such as the one at hand, the bootstrapped test hascaexaotaste.
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of stochastic trends and therefore are tied together in the long run. There are three long run,
cointegration, relations, which can be given reasonable economic interpretations, although the
specific hypothesis about these equilibrium relations in (6) is rejected.

4. A CoMMON TRENDS MODEL

In discussions and analyses of monetary policy, the following type of questions are often raised:
What is the effect on inflation from a depreciation of the nominal exchange rate? What happens
to output and inflation if the domestic interest rate goes up? If all these variables are endoge-
nously determined, such questions are, strictly speaking, not well defined. At the general level,
it is useful to think of inflation and output as being influenced by many different shocks. The
comovements between these variables on the one hand, and variables such as exchange and
interest rates on the other, are determined by which particular shock the economy has been
predominantly affected by. In order to identify the effects of various shocks we put restrictions
on the parameters of a structural VEC model. These restrictions are consistent with assump-
tions commonly applied in theoretical analyses, such as the “small open economy” and the
“monetary neutrality” hypotheses.

4.1. Identification

The cointegration analysis suggests that there are four common stochastic trends. As simply
matters of notation, let us call the first stochastic trend a foreign real trend, the second a foreign
nominal trend, the third a domestic real trend, and the fourth a domestic nominal trend.

As discussed in Section 2.2 above, the existence of real and nominal stochastic trends is
consistent with equilibrium business cycle theory. Shocks to the real trends give rise to “Solow
residuals”. The nominal trends derive from monetary policy. It would probably be incorrect,
however, to infer that the innovations to the nominal trends in our framework are entirely (or
maybe even mostly) due to unexpected changes in monetary policy. Nominal prices and ex-
change rates may also change permanently because of other disturbances, such as wage shocks.
It is the design of monetary policy, however, which permits such shocks to have permanent
nominal effects (i.e. inflation is a “monetary phenomenor”).

It seems natural to associate innovations in interest rates with unexpected changes in mon-
etary policy, although we are aware that interest rate shocks also have other sources (that may
have different effects compared to monetary policy shocks). Bearing this in mind, we will label
one of our three transitory shocks a domestic interest rate shock and another a foreign interest

B3crowder, Hoffman, and Rasche (1998) make a similar interpretation of the nominal trend in their study of U.S.
data.
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rate shock. The third transitory shock is just assumed to represent “other aggregate demand”
shocks.

In order to estimate the effects of the structural shdgks.e. to estimate the parameters of
A andF, denotedy;; andfij, in the common trends model (3), we can e.g. make the following
identifying assumption&?

(Al) The structural shocks are independent, and their variances are normalized to

unity, i.e. Edid{] = In.

Intuitively it makes sense to assume that there are some innovations to nominal variables
which are independent of, for instance, shocks to technology (and vice versa). This assumption
is consistent with theoretical models (e.g. Cooley and Hansen, 1995, and Svensson, 1998b).
The normalization to unit variances is simply for convenience and with no loss of generality.

In order to separate the effects due to the stochastic trends we have to impose (at least)
k(k—1)/2 = 6 restrictions onA (see e.g. Englund et al., 1994). The following restrictions
naturally come to mind:

(A2) Sweden is a small open economy; domestic technology and nominal trend
shocks have no long run effects on the foreign variablesdze- as4 = ags =
a4 =azz=ar4=0.

(A3) Long run monetary neutrality; nominal trend shocks do not affect GDP in the

long run,i.eaio=ajs=as» =ass =0.

To identify the transitory shocks, we have to impose (at ledst} 1) /2 = 3 additional re-
strictions, e.g. on their contemporaneous effects, as is usually done in VAR analyses. Following
many earlier VAR studies, we could assume that

(A4) Domestic interest rate shocks have no immediate effects on domestic and for-
eign output, and, in addition, no immediate effect on the foreign price level
and interest rate, i.d15 = fgg = fg5 = f75 = 0.

(A5) Foreign interest rate shocks have no immediate effects on domestic and foreign
output, i.e.fig = f56 = 0.

The assumption that interest rate shocks have no immediate real effects has — in VAR analyses
of U.S. data — proved to be an identifying assumption which makes the effects of interest rate

14For some examples of theoretical problems due to the assumption that the structural shocks are linear combina-
tions of a (fairly low dimensional) vector of VAR innovations, see e.g. Lippi and Reichlin (1993) and Faust and
Leeper (1997). To deal with the inference problem due to long run identifying restrictions, which is one of the
problems that Faust and Leeper discuss, we rely on the assumption that 4 lags is sufficient to describe the serial
correlation pattern in our data.
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shocks look like ones prejudices about monetary policy shocks. (A4) is just an extension to the
case of a small open economy.

Taken together, the restrictions (A1)—(A5) are overidentifying, which means that some of
them are testable (given the others). We have thus chosen to impose, in addition to (A1), only
the following exactly identifying restrictions

(A2') as3 = ass = ag3 = asa = 0.

)
(A3') a4 =asp=ass=0.
(A4') f15= f55 =0.
(AS) fs

Since identifying assumptions are always crucial and controversial, some further discussion
of our restrictions is warranted. First, we want to emphasize that the labels on the shocks are
only meant to be indicative. We find it meaningful to separate permanent shocks from transi-
tory, real shocks from nominal, and interest rate shocks from other transitory shocks, although
it must be recognized that each of these categories contains a large number of unobserved un-
derlying shocks to production possibilities, economic behavior, and policy. For instance, the
domestic interest rate shock presumably comprises not only domestic monetary policy shocks,
but also other sources of innovations in interest rates which are not contemporaneously corre-
lated with innovations in output. Here we may find exogenous changes in expectations or risk
premia, i.e. some kind of “credibility” shock8. Second, it should be noted that given a coin-
tegration rank of = 3, the restrictions (A2—(A5) are sufficient to distinguish all structural
shocks. We do not have to restrict the three cointegration vectors. However, since the coin-
tegration vectors (6) are theoretically interesting, the implications of imposing also these long
run restrictions will be examined. Finally, it should be noted that if we were only interested in
separating the permanent (real and nominal) shocks from the transitory (aggregate demand and
interest rate) shocks, it would be sufficient to know the cointegrationmaakd we would not
have to impose any further identifying restrictiofs.

15Note thatass = 0 (the domestic nominal trend does not affect foreign output in the long run) follows both from
the hypothesis of monetary neutrality and the small open economy hypothesisa(ZA3) thus involve only
Six restrictions.

16The Svensson (1998b) model contains exogenous “risk premium” shocks, while Leeper et al. (1996), and Cush-
man and Zha (1997) identify “information” shocks, and Smets (1996) “exchange rate” shocks.

1’Note, however, that the maintained assumption that the structural shocks can be decompdseermement

andr transitory shocks, already impliés identifying assumptions on the common trends model. With (A1)
yieldingn(n+1)/2 and (A2)—(A5') k(k—1)/2+r(r — 1) /2 restrictions, it follows that a total sum of identifying
restrictions have been imposed on the parameters of the common trends model in (3), corresponding to the number
of parameters ifF. With C = B, (o, [(1)B,) "o/, and[A 0] = CF, it follows that the parameters @ are

directly related to the parametersfof
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4.2. Common Trends Results

The estimated\ matrix of the common trends model (3)—(4), based on the restrictions (Al),
(A2")—(A5), and the theoretical cointegration vectors in (6) is presented in Table 4 A. The
following (significant) results are reasonable, given our labels and identifying assumptions.

(i) A positive foreign nominal trend shock raises the foreign price level in the
long run. It also raises the domestic price level.
(if) A positive domestic real shock raises domestic GDP in the long run.
(iii) A positive domestic nominal trend shock raises the domestic price level in the
long run and depreciates the domestic currency.

All these results hold also for the model based on the empirical cointegration vectors in (8);
see Table 4 B. But th& matrix in the latter model also involves the following (significant) long
run multipliers:

(iv) A positive foreign real shock raises foreign GDP, which is a desirable property
of the model.

(v) A positive foreign nominal shock depreciates the domestic currency, which is
counter to our expectations. At the same time it raises the domestic price level
more than the foreign price level.

(vi) The domestic interest rate increases if there is a positive shock to the domestic
or foreign nominal trends, and decreases if there is a positive shock to the
domestic real trend. These results are not unreasonable, given that the interest
rates are not stationary according to the empirical cointegration vectors.

(vii) The foreign interest rate increases if there is a positive foreign real shock or if
there is a positive domestic nominal shock. These are the least intuitive prop-
erties of the VEC model conditioned on the empirical cointegration vectors.

Comparing the monetary neutrality restrictions (A3) with their weaker versiof) (#find
that the overidentifying restrictiom > = 0 — a foreign monetary policy shock has no significant
effect on domestic GDP — cannot be rejected for either ofthsatrices in Table 4.

In the remainder of this subsection we will concentrate on the VEC model with the empirical
cointegration vectors in (8). The reason is that the coefficients in this model are estimated with
much greater precision, but many of the results that we will report are consistent with those
obtained in the model with the theoretical vectors in (6).

In Table 5 we present decompositions of the forecast error variance of each variable with
respect to different shocks. It deserves to be emphasized, again, that the decomposition with
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respect to permanent (real and nominal) shocks on the one hand and transitory (interest rate
and aggregate demand) shocks on the other doedepend on the identifying assumptions

on the common trends and the transitory shocks but only on the cointegration. r&mly

the distinctions between the different types of permanent and transitory shocks respectively,
require identifying assumptions.

It can be seen that in the long run, domestic real shocks account for most of the forecast un-
certainty in domestic output. In the short run, foreign interest rate shocks and other aggregate
demand shocks are also important. At the two years horizon, which perhaps is the most inter-
esting time perspective for monetary policy, real trend shocks dominate the forecast uncertainty
in domestic output. This result is thus consistent with the “real business cycles” view that such
cycles are driven by technology shocks.

Regarding fluctuations in the three month domestic interest kateansitory shocks are
somewhat more important than permanent shocks in the short run. Innovations to the domestic
interest rate itself account for about 30 percent of the variance within the first quarter. In the
longer run, shocks to the domestic real and foreign nominal trends become more important.

Permanent shocks explain virtually all of the forecast uncertainty for the domestic price
level, not only in the long run, but also in the short run. We interpret this as a reflection of
our sample period being dominated by an accommodative monetary policy regime, i.e. that
a monetary policy aiming at price stability is a recent phenomenon. The negligible role of
transitory shocks is nevertheless surprising, as is the fact that only the foreign permanent shocks
seem to matter. It must be kept in mind, however, that all these results are derived from a VAR
model where level shifts associated with some devaluations have been handled by the use of
dummy variables. The results may therefore reflect that there is no strong domestic trend in
the Swedish price level, over and above accommodative monetary policy interventions in the
form of devaluations (recall that the cointegration tests suggested that there may be three trends
rather than four}® Domestic real trend shocks explain half of the short run forecast error
variance of the nominal exchange rate, as shown in Panel D of Table 5. Transitory interest rate
shocks seem to be important for exchange rate fluctuations only in the very short run.

A common argument is that exchange rate fluctuations are largely driven by exogenous
changes in expectations, or “credibility shocks”, which are unrelated to changes in fundamental
conditions such as technology, preferences, or economic policy. Our results show that about
one quarter of the long run forecast error variance of the nominal exchange rate is accounted

18another possibility is that there are measurement problems. For instance, it is well known that there have been
persistent shifts in the price level due to changes in indirect taxes. This problem may be circumvented by looking
at producer prices rather than consumer prices.
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for by domestic nominal trend shocks, while the share of the foreign nominal trend is about
three quarters. As noted above, the nominal trend shocks probably contain a large number of
different shocks which — according to our identifying assumptions — have no long run effects
on output, but which, through the accommodative behavior of monetary policy, have been al-
lowed to have persistent nominal effects. In principle, exogenous changes in expectations may
be included in the nominal trend shocks, but they may also show up as interest rate shocks.
Neither of these categories of shocks are dominant in the short run, however, where domestic
real and foreign interest rate shocks appear to be most important for exchange rate fluctuations.
Hence, our results do not lend much support to the view that domestic nonfundamental shocks
play a large role for exchange rate fluctuations. If nonfundamental shocks are important, they
are likely to stem from international financial markets and affect the exchange rate through
foreign interest rate changes.

Figures 2—4 show the impulse responses to a domestic nominal trend shock, a domestic in-
terest rate shock, and an “other aggregate demand” shock, respectively. We have chosen to look
at these impulse responses since they can shed light on the possible effects of an unexpected
change in monetary policy. If monetary policy shocks lie behind nominal trend shocks, we have
the so called “price puzzle” noted in many other VAR studies: as the domestic interest rate is
raised, the price level also goes up. This puzzle also arises, although less clearly, if we assume
that monetary policy shocks show up in the form of so called other aggregate demand shocks.
The responses to the domestic interest rate shock, on the other hand, are more consistent with
what seems to be many economists’ prejudices about the effects of a monetary policy shock:
the increase in the domestic interest rate is associated with a fall in the domestic price level,
although this effect is quickly reversed and furthermore very uncertain.

We have compared some of the impulse responses generated by our VAR model with the cor-
responding theoretical impulse responses generated by the inflation targeting model in Svens-
son (1998b) and get the following results.First, the impact effects are often qualitatively
the same in the VAR model(s) and the Svensson model. But, second, the impulse responses
from the VAR model(s) display much more oscillations than Svensson’s theoretical impulse re-
sponses. This is a reflection of the fact that there are richer (less restricted) dynamic relations in
the estimated VAR model(s) than in the inflation targeting model. Third, the peak effects of var-
ious shocks occur much faster in the VAR model(s) than in the theoretical model. These results

19wWe have examined the effects on the four domestic variables (inflation, output, the interest rate, and the exchange
rate) from three shocks: a domestic interest rate shock, a domestic real trend shock, and a foreign nominal trend
shock (a foreign inflation shock in Svensson’s terminology). The comparisons concern the so called flexible CPI
targeting version of Svensson’s model.
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are rather robust to the choice of VAR model, i.e. using theoretical or empirical cointegration
vectors. Our findings thus suggest that it may be worthwhile to investigate the implications of
theoretical inflation targeting models which allow for less restricted lag structures in aggregate
demand and supply relations than have been studied so far. The same argument has been made
by Sack (1998) in a study of U.S. monetary policy.

5. MONETARY POLICY ANALYSIS
5.1. Forecasting Inflation

The conduct of monetary policy using an explicit inflation target hinges on the availability of

a path of inflation forecasts. Thus, we have to establish that the VEC model is useful for fore-
casting in order to launch it as a serious contender as a general reference model in the analysis
of monetary policy. One advantage with our approach is that all variables enter endogenously
into the model. This means that it is able to produce gerexrantedynamic forecasts for each

of the variables. Throughout, the forecasting horizon is 1994:1-1996:4 (12 quarters), and both
dynamic (multi-step) and recursive 1-step ahead forecasts are evaluated. The dynamic fore-
casts approximately correspond to the information that a central bank needs to consider prior
to a policy decision; the recursive 1-step ahead forecasts illustrate the situation that a central
bank continuously has to envisage as new information becomes available.

In the analysis below we evaluate not only the theoretically motivated specification of the
cointegration vectors in (6), but also an exactly identified set of vectors given by (8).

The first two graphs in Figure 5 give the results for the VEC model based on the empirical
cointegration vectors in (8) without any restrictions on other parameters (UVEC). The corre-
sponding graphs in Figure 6 give the results for the model based on the theoretical cointegration
vectors in (6). Panel B of Table 6 summarises the results in terms of root mean square errors
(RMSESs). The model with the theoretical vectors outperforms the one which uses the empirical
vectors both in terms of dynamic and recursive 1-step ahead foréfasts.

Graphs Il and IV in Figures 5 and 6 show the gains in forecasting performance from sim-
plifying the models using the so called general to specific modeling strategy (see e.g. Hendry,
1995). The largest gains are obtained for the forecasts based on the empirical cointegration
vectors, but also the forecasts conditioned on the theoretical vectors display improvements,
especially for the dynamic forecasts; cf. Panels B and C in Table 6.

20This is consistent with the results presented by Ingram and Whiteman (1994), who show that theoretical restric-
tions on a VAR can aid forecastability (although their framework is quite different from ours).
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To sum up, although the testing evidence does not support the hypothesis of the three coin-
tegration vectors being the real exchange rate and the two nominal interest rates, using these
relationships does not result in a loss of forecasting accuracy. In fact, the model based on
the empirical cointegration vectors only generates a lower RMSE in one out of four cases ex-
amined; and, in this case, the difference between the two models is small. Furthermore, the
magnitudes of the RMSEs for the theoretical cointegration model are similar to those obtained
in previous studies for other countri&sHaving said this, it is important to remember that all
models suffer from substantial overprediction problems at the end of the forecasting Hdrizon.

The uncertainty associated with the forecasts is very large: the width of the typical 95 percent
(error variance based) confidence interval is around three to four percentage?poiitis
is important because some central banks that have chosen to base their monetary policy on
inflation targeting announce not only a specific target but also a tolerance interval. Moreover,
statistical model uncertainty has been used as one argument why such an interval is used.
However, these intervals are typically quite narrow (for example percentage point on an
annual basis as in Sweden), and their appropriateness for that purpose may thus be questionable.
Finally, as shown in Table 6, the unrestricted VEC models generally perform worse than simple
random walk models, while the opposite holds true for the restricted VEC m&dels.

What are then the most important characteristics of our inflation forecasting equations? The
restricted (or parsimonious) inflation equation for the VEC model based on the theoretical
cointegration vectors in (6) has the following appearance:

50 = g80a 1 480011 500017 110000
—. g.Ayt,l— O7Ay; 2 — ..%%Ayt,g— .05Ay;_4

(05) (.04) ( (.07) ©)
— .15Ait_» — .07Ait_3— .33Ai{ 1 — .09it_1
(10) (.10) (11) (.10)

~ %g)i{‘_l + (constant and dummy variables

21See for example Stevens and Debelle (1995), OECD (1993), and Artis (1997).

22Almost all official forecasts for Swedish CPI inflation in 1995 and 1996 were plagued by severe overprediction
problems. For 1995, the 1-year ahead forecasts of the six most prominent official forecasters averaged around 3
percent, whereas the outcome was 2.4 percent. For 1996 the same six forecasters again averaged 3 percent, but
now the outcome dropped to 0.1 percent.

Z3parameter variance based confidence intervals imply even larger uncertainty; see Doornik and Hendry (1997,
chapters 7 and 10).

24For purposes of comparisons, Table 6 also displays RMSEs for simple mean reverting models. The dynamic
mean forecasts are computed using the mean of the inflation rate over the sample period 1973:2-1993:4. The
recursive 1-step ahead mean forecasts are computed using a recursively updated mean over the sample periods
1973:2+¢, wheret =1993:41994:1 ... ,1996:3.
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where standard errors are given within parentheses, and the estimation period is 1973:2-1993:4.
The overall standard error for the equation is about 0.85 percent. It deserves to be emphasized
that the presented parameter estimates are nonstructural and hence do not offer any direct eco-
nomic interpretations. Nevertheless, the following observations are noteworthy.

First, equation (9) suggests that interest rate innovations, and hence monetary policy changes,
affect inflation faster than is commonly assumed in theoretical inflation targeting models (where
a one or two year lag is often imposed). This is confirmed by looking at the impulse response
functions, which however, as noted in Section 4.2, also show that the effects are very uncertain.

Second, the inflation equation suggests that there is a significant pass through of exchange
rate changes, i.e. a depreciation of the nominal exchangecetesjs paribusindicates that
inflation will rise. This explains why the development of the nominal exchange rate is given
so much attention in monetary policy analysis in general and inflation forecasting in particular.
But, again, the coefficient on the nominal exchange rate in (9) is not a measure of the “effect”
of exchange rate changes on inflation since both variables are endogenous. Implicit elasticities
may however be calculated, for different shocks and forecast horizons, by looking at the im-
pulse responses, such as those in Figures 2—4, and at the long run multipliers, such as those in
Table 4.

5.2. Real and Nominal Exchange Rates

The concept of an equilibrium exchange rate plays an important role in monetary policy anal-
yses, in particular in small open economies. The reasoning goes along the following lines:
suppose the equilibrium level could somehow be measured, then this information could be
used to help predict the future path of exchange rates, inflation, and interestMatamal
exchange rates, however, appear to be almost unpredictable and show little tendencies to revert
to any (even time varying) mean. An equilibrium level of tkal exchange rate may be easier
to define. Itis not unreasonable to define the equilibrium relative price of domestic goods as the
level of the real exchange rate which is consistent with an equilibrium in the domestic goods
market.

Using the first cointegration relation in (5), the goods market equilibrium relation may be
written as

1 | B
yt:_—(a_’_pik_pt)_%lt_%yt_@It_’_z%/v (10)
B11 11 11 B11
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wherez is a measure of the equilibrium error in the goods market. Similarly, we may express
a measure of the goods market equilibrium in terms of the real exchange rate:

&+ pf — pt = —Briyt — Bagit — Busyi — Pr7if + % (11)

The equilibrium level of the real exchange rate may thus be define@as: — B1zit — Bisy; —

B17i{ and the equilibrium error in the real exchange rate is (proportional to) the (long run)
equilibrium error in the goods markét. In the case of long run PPP, the equilibrium real
exchange rate is constant and fluctuations in the real exchange rate directly reflect deviations
from the long run equilibrium.

As reported in Section 3.3, we can reject that the empirical VAR model with three coin-
tegration vectors satisfy all the theoretical restrictions implied by equation (6). The weaker
hypothesis of PPP, i.e. that one cointegration vector looks3iki (6), is rejected using the
asymptotic distributiong-value = .00), but not according to the bootstrapped distribufmn (
value = .07).

Irrespective of whether we use the theoretical cointegration vector that is consistent with
long run PPP or the empirical cointegration vedBarin (8) to estimate the deviation of the
real exchange rate from its equilibrium level, we have the problem that the equilibrium error
may be nonstationary unless we condition on the influences from dummy variables (discussed
in Section 3.1). There can thus be shifts in the equilibrium level of the real exchange rate in
connection with the regime shifts in the early 1980s and early 1990s. This would be hard to
explain if the regime shifts were only associated with changes in monetary policy. It is well
known, however, that the 1980s and 1990s have been characterized by quite far reaching policy
reforms, involving e.g. liberalization of capital markets and foreign trade, deregulation and
privatization of many industries, etc.

In Graph | of Figure 7 we depict the real exchange rate, and in Graphs IlI-IV we show
the equilibrium errorZ!, measured under two different assumptions about the cointegration
vectors: theB; vectors in (8) and (6), respectively. The estimatgderies have been adjusted
for the influence of the dummy variables; this accounts for the difference between Graphs lli
and V2% Notice that the trend in the real exchange rate is eliminated if the deterministic regime

25Sincez = (1/[311)th, the discussion hinges on the assumption faat~ 0 and, thus, that the real exchange rate
is nonstationary.
26The reduced form of the common trends model can be written as

t
% = C& +C*(L)& + Mot + tu ZDi +K+O(L)Dy,
i=

whereé; = & _1+ & andC is n x n with rankk such tha3'C = 0. The vector can now be decomposed into
a permanent or trend componext,= C& + Lot + 1 si_,Di, and a transitory componen = C*(L)g +K +
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shifts are taken into account. Our results thus suggest that the relative price of Swedish goods
and services was kept at a higher level through some mechanisms that were prevalent before
the regime shift (possibly market regulations).

It can be seen from these graphs that the real exchange rate seems to have been undervalued
in 1994, irrespective of which definition of the equilibrium rate we choose to look at. This can
thus explain the appreciation of the nominal exchange rate after 1994 (cf. Figure 1). Whether
or not the real exchange rate was undervalued or overvalued at the end of the sample period
(1996) is less clear.

The exchange rate equation of the restricted parsimonious VEC model based on the theoreti-
cal cointegration vectors (i.e., the exchange rate equation from the same system as the inflation

equation (9)) looks as follows:

Ne =— 450Ap_3— .120&_»— 0706 3+ L17Ap 4
(.29) (.09) (.09) (:55)

— .08Ay;_1— .16Ay;_3— .17A — .22/
S Yi—1 10 Yi—3 Vi 1 % Vi 2

(-10 (-10 (-17)
—.12A — .97Ai; 1 — .32Ai; 2 — .30Ai¢
(.17) ¥i-s (.25) 1 (.27) -2 (.24) I3

(12)
.36Ai; .55Ai; .56AI;
+(.27) t_1+(.28) t_2+(.24) t=3

—.14(e_ 1 — Pr— 71it_1 — .58if
(.05)(Q 1 PP 1)+(.18)|t 17 3t

+ (constant and dummy variables

It can be seen that the real exchange rate is useful for predicting the next period change in the
nominal exchange rafé. As a partial relation, if the real exchange rate is above its equilib-
rium level (zero, conditioned on the dummies) by 1 percentage point, we expect the nominal
exchange rate to appreciate by .14 percentage points. Hence, the nominal exchange rate does
not follow a random walk, but does part of the job of closing the equilibrium error in the real
exchange rate.

The VAR approach thus provides a framework for explaining why the concept of an equi-
librium real exchange rate attracts interest in monetary policy analysis. A real exchange rate

O(L)D;. The deviation from the goods market equilibriugfh, is measured bpiC*(L)et, i.e. by p|x adjusted

for the deterministic tern) (k + ©(L)Dy). Given that PPP is imposed on the parameters of the VEC model, the
estimate of this deterministic term depends on which other restrictions are imposed on the parameters. In Graph
[1l, there are no other restrictions, while in Graph IV the VEC model is estimated under the assumptions that the
two nominal interest rates are stationary, i.e. the restrictiorfi@mdfs in (6).

2IThis is in contrast to the findings for some other countries by Norrbin, Reffett, and Ji (1997), who reported that
the PPP deviation seemed to have little predictive power for nominal exchange rate changes, although it Granger
caused U.S. inflation.
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above its long run mean (a weak real exchange rag¢ris paribuscan in certain models be
shown to be associated with a lower (stronger) level of the nominal exchange rate and lower
inflation in the future. More generally, however, changes in real and nominal exchange rates are
driven by some underlying shocks, and the responses of exchange rates and inflation are quite
different depending on the dominating shock. Impulse response analysis (as in Section 4.2) is
one way to address such issues.

5.3. Monetary Conditions Indexes

Discussions of monetary policy are sometimes based on some index of “monetary conditions”
(a so called MCI). The purpose of an MCl is to identify combinations of exchange and interest
rates that leave the stance of monetary policy unaffected. In practice, MCls are usually linear
combinations of exchange and interest rates (real or nominal), where the weights are chosen so
as to reflect these variables’ effects on output; see e.g. Gerlach and Smets (1996) and Ericsson,
Jansen, Kerbeshian, and Nymoen (1997).

As noted in the previous subsection, the goods market equilibrium condition associated with
the first cointegration vector in (5) may be written as (10) and hgnee may be defined as
the equilibrium level ofy;. If we define an MCI, denoted by, as

m = (& + pf — pt) + Basit,

we see that an unchanged level of the MCI will be associated with an unchanged level of actual
outputy;, giveny;, i, andz’; or, equivalently, an unchanged level of the MCI will be associated
with an unchanged level of equilibrium output, givgnandi;'.

Although this is certainly not the only possible definition or interpretation of a monetary
conditions index, it suggests some limits to the usefulness of the MCI for monetary policy pur-
poses. First, certain linear combinations of exchange and interest rates cannot in general be
expected to be consistent with a stable level of output unless other determinants of output, e.g.
shocks to world market conditions and other disturbances, are unchanged. Second, the MCI
derived from the goods market equilibrium condition (10) is a long run relation. It is not in-
formative about the relation between interest rates, exchange rates, and aggregate demand in
the short run, i.e. it does not take account of the lags in the transmission mechanisms. Further-
more, if the real exchange rate is stationary, i.e. iffhjes satisfy the restrictions given I3
in (6), there is no long run relation between the level of output and the real exchange rate (cf.
footnote 25 on page 22). In that case, domestic and foreign goods are perfect substitutes, and
in a small open economy domestic production is not affected by domestic aggregate demand.
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Third, although there are certain circumstances under which the MCI concept makes theoretical
sense (see Gerlach and Smets, 1996, and Svensson, 1998Db, for discussions), there seems to be
little reason to believe that the combinations of exchange and interest rates that can help predict
inflation satisfy the restrictions implied by an MCI. But the usefulness of MCls for inflation
forecasting is an empirical issue of course.

To shed light on the properties of an MCI we perform two exercises. First we compare the
effects, through impulse response analyses, of various shoakg output {;), and inflation
(Apt). Second, we test whether the inflation equation in the VEC model satisfies the restrictions
on (& + pf — pr) andi; implied by a certain definition of the MCI. In these exercises, the MCI
is defined as

m = (&+p; — pt) —2.875,

which is based on our estimate [8fs in (8). These exercises are only meant to be illustrative,
but it should be noted that a weight of aroun@ is rather typical for MCls used by central
banks and other institutions which analyze monetary pdfcy.

In Graphs I-VII of Figure 8 we depict the effects of the seven structural shocks on the
MCI, domestic output, and domestic inflation in the common trends model with the estimated
cointegration vectors. Graph Il shows that after a shock to the foreign nominal trend, the
three variables develop in a similar fashion. In general, however, they appear to react quite
differently. It should be noted, though, that an optimal monetary policy does not imply that
the MCI should change in a certain way, irrespective of what shock that hits the economy (see
Gerlach and Smets, 1996). It is thus not unreasonable that monetary conditions are tightened
(mdecreases) when inflation rises after a transitory aggregate demand shock (see Figure 8 VII).
What the graphs show is that there is no simple rule of thumb that can tell us how to infer the
“inflationary pressure” from the development of the MCI.

The tests of the usefulness of the MCI for forecasting have been formulated as follows. The
variable vector has been redefined by replaeingith m. We then test if all information about
pf, pr, andi; that is relevant for future inflation can be captured by the MCI variable. This is
done for two versions of the VEC model, using the cointegration vectors (6) and (8), respec-
tively. In the model based on the theoretical vectors (6), the hypothesis is that the coefficients
onAp_s, Ait—s, Ap{_g, and the second cointegration relatian {) are equal to zero in the in-
flation equation. In the model based on the empirical cointegration vectors (8), the hypothesis

28The median of the weights reported by Ericsson et al. (1997), Table-B.& Due to a few large outliers, the
unweighted average is4.6.
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is that the coefficients oAp;_s, Ait_s, Ap;_s, and the second and third cointegration relations
are equal to zero. Both hypotheses are strongly rejected, which is hardly surprising (against the
background of e.g. the good forecasting properties of the inflation equation (9)).

To sum up, using our cointegrated VAR approach we find that an MCI only to a very limited
extent per se is useful in the analysis of monetary policy. Interest rates and exchange rates
are, of course, central to the conduct of monetary policy, but some aggregated index which
combines these variables to obtain a simple rule of thumb to infer the inflationary pressure may
be misleading.

5.4. Inflation and the Output Gap

Theoretical models of inflation and monetary policy are often based on aggregate demand and
supply relations which suggest that inflation is related not to the actual level of output, but to the
difference between actual and some measure of potential (or natural, or long run) output, i.e.
to a so called output gap. Potential output is however exogenous in those models. In empirical
applications, the output gap is often measured as the deviation of actual output from a trend. A
popular approach for determining the trend is to fit a linear deterministic trend to output, but
more flexible trend models, e.g. with time varying growth rates, are also?lsed.

For the empirical questions that we have analyzed with our VAR framework so far, it has
not been necessary to explicitly identify an output gap. For instance, if we look at the inflation
equation (9) reported in Section 5.1, and the corresponding output equation

K/t :('.%(%Aptfl B (..217)Ap[,3 B (ﬂ%é%Ae{fl a ('.Q%Aqu
- g8tace Spbel LR o+ 8108
- (-ggAyt—l - (-%%AYt—Z - (-.ggAYI—S - (-.?S)G)Ay’? 2
~ 2305~ 290 o+ 0N 1+ 240

+ (-.%98)&?73 + (-.%f) (&1 +P1—p1)— (-%gitfl

— (.:Ezl)it*_l + (constant and dummy variables

(13)

we see that inflation and output growth are expressed as functions of lagged chagges of
but not the deviation of; from some trend. That does not mean that the VAR approach is
inconsistent with common theoretical models of the relation between output and inflation. In
fact, a model consistent way to measure the output gap is to define it as the demeaned transitory

29A review of various techniques for estimating the output gap is given in Apel and Jansson (1997).
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component of output, i.e. the first elementdefL)d; = ®(L)F ~1g = C*(L)g (cf. equation (3)

and footnote 26 on page 22). Hence, this output gap measuradimepend on the identifying
assumptions in the common trends model and can be viewed as an extension of the detrending
technique discussed and applied in e.g. Vredin and Warne (1991).

The fact that the output gap plays no explicit role in the VAR model may imply that this
model is inefficient, if the theoretical models of inflation and the output gap are correct. On the
other hand, since most theoretical models of inflation and monetary policy do not suggest how
potential output, and hence the output gap, should be defined, it appears to be an advantage of
the VAR approach that many questions in monetary policy analysis can be studied empirically
without any explicit identification of the output gap. Nevertheless, it is important to study
how the measure of the transitory component of output compares with other commonly used
measures of the output gap, and how much extra information about future inflation these other
measures may contain.

In Graphs I-1ll of Figure 9 we depict the three measures of the output gap which are used
in Sveriges Riksbank’s “Inflation Reports”. The first is output detrended by a Hodrick-Prescott
(HP) filter (using a smoothness parameter of 6400). The second is a measure of the output gap
derived from an unobserved components (UC) model by Apel and Jansson (1997), who use
an Okun’s law as well as a Phillips curve relationship to estimate the cyclical part of output
from unemployment and inflation data. The third measure is based on a production function
(PF) approach, which estimates potential output from capital stock and employment data (see
Hansen, 1997). As can be seen from the graphs, the three measures are strongly correlated.
However, the Hodrick-Prescott filtered series gives a much smaller negative output gap at the
end of the sample.

Graphs IV and V show our measures of the demeaned transitory component of output de-
rived from the VEC based on theoretical and empirical cointegration vectors, respetdively.

It can be seen that the two measures follow each other closely until the beginning of the 90s.
In 1993, the gap computed from the model with the theoretical cointegration vectors drops

dramatically from around minus 1 percent to minus 3.5 percent, and it then decreases further
to about minus 5.5 percent at the end of 1995. The gap measure for the empirical vectors, on
the other hand, only decreases slightly during the 1993-95 period. Thus, while the former gap

39To make the comparison with the series in Graphs I-Ill meaningful, the series in Graphs IV-V have been
computed as four-quarter moving averages of the demeaned transitory components. This dampens the influences
from high frequency noise, which in the Riksbank’s measures of the output gap is handled by the X11 seasonal
filter.
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measure displays a behavior quite similar to those using the UC and the PF approaches, the
latter — during this episode — looks more like the HP filtered gap series.

A general comparison of the output gaps with respect to the interpretation of historical busi-
ness cycles reveals an interesting pattern. While both VEC measures suggest that the early
1980s is almost neutral in terms of the business cycle, the UC, PF, and HP measures all indi-
cate that this is a period where economic activity is strongly below trend. Hence, whereas the
downturn in actual economic activity that characterized these years is a transitory phenome-
non according to the UC, PF, and HP output gaps, the VEC measures, rather, suggest that the
downturn is due to a drop in the permanent component of output.

In Panel A of Table 7 we report cross correlation statistics between the VEC measure based
on the theoretical cointegration vectors and the HP, UC, and PF output gap measures. As can
be seen, the correlations between the VEC gap and the UC and PF gaps are much stronger than
the correlations between the VEC gap and the HP filtered output'gap.

In Panel B we show how these measures correlate with inflation. Somewhat surprisingly, the
VEC gap displays the strongest correlation with inflation at both leads and lags. Concerning
the other gap measures, inflation does not appear to be correlated with leads of the HP and PF
measures, while lags of all three gaps are weakly correlated with inflation.

The finding that some output gap measures are correlated with inflation does, of course,
not mean that an explicit measure of the output gap is needed for making good forecasts of
future inflation. As shown in Section 5.1, our cointegrated VAR approach does relatively well
in forecasting inflation, but does not require any such identification. As a simplistic way to
check whether or not the three output gap measures add any predictive power for inflation in
relation to the information already contained in the VAR system, we have simply augmented
the inflation equation of the cointegrated VAR with these measures, one at a time. This has been
done for four different versions of the VAR: using the empirical and theoretical cointegration
vectors, and the unrestricted and the more parsimonious models, i.e. the same four models
which were compared in the forecasting exercises in Section 5.1. The results are presented in
Table 8.

31A feature of Table 7 which at first glance may appear a bit peculiar is that the cross correlations are somewhat
stronger fors < 0 than fors > 0. To understand this result better, note that we have computed the VEC measure as
aone sided (no leads) moving average of the original (demeaned) transitory component for output. This means that
some of the covariation that is obtained $ot 0 actually relates to the contemporaneous covariation. While a two
sided smoothing procedure (leads and lags) could be used to mitigate the issue, such a filter has the disadvantage
of relying on future information for determining the current value. For practical purposes, a one sided (no leads)
filter is preferable because it corresponds better to the information available to policy makers in “real time”.
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The output gap measures are not significant in the parsimoniously specified VAR models,
which we know have good forecasting properties, but seem to add information about future
inflation to the larger, relatively unrestricted VAR models.

It has to be emphasized that the comparisons undertaken above should not be interpreted as
rigorous tests of whether or not explicit measures of the output gap are useful for the purpose
of analyzing and conducting monetary policy. Nor should they be interpreted as formal tests
of whether a particular measure is more useful than some other, since the measures are not
computed using the same information ¥et.

What we think the comparison shows is that the VAR approach can do relatively well as an
empirical model, and be used for quite different purposes, without imposing strong assumptions
about how potential output is determined. This is encouraging, since there appears to be little
consensus about how potential output should be defined, theoretically or empirically.

6. CONCLUSIONS

In this paper we have shown that a VAR model is a usable and flexible tool for analyses of
many different issues that are relevant for monetary policy. The VAR framework can thus offer

a benchmark with which other models, which are designed to handle specific issues, can be
compared and consistently checked. We believe that it is necessary to develop such benchmark
models in order to make monetary policy analysis as transparent as possible. The existence of
a benchmark model does not, however, imply that in-depth analyses of various issues, using
other models than VARS, are unnecessary. Quite the contrary, our results point to the need for
more empirical studies of several problems.

We have shown that it is possible to formulate a VAR model that has reasonably good proper-
ties when it comes to forecasting inflation (compared to other commonly applied models). The
VAR model allows for such complex dynamic relations that appear to be empirically important,
yet allows us to impose (and test) long run restrictions that are suggested by economic theory.
The VAR model can thus serve as a statistical tool, while at the same time be economically
interpretable.

In analyses of monetary policy and in the process of inflation forecasting, it is common to
examine different variables that are believed to be related to future inflation, such as nominal
and real exchange rates, and various definitions of so called monetary conditions and output
gaps. Our analyses show that such relations can be studied within one consistent framework,
and we get the following results:

32For example, the UC model of Apel and Jansson (1997) is designed to explain the change rather than the level
of inflation.
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(i) Itis possible to identify an equilibrium real exchange rate that can help predict
future changes in the nominal exchange rate. The equilibrium rate seems to
have been affected by changes in policy regimes, but once these are accounted
for (via dummy variables) the real exchange rate appears to be stationary.

(i) Nominal exchange rate fluctuations can help predict future inflation.

(i) Monetary conditions indexes, i.e. certain linear combinations of exchange and
interest rates, are however not likely to be very useful. It is informative to
take account of interest rates, exchange rates, and prices, of course, but the
restrictions one imposes when defining an MCI are not likely to be justified.

(iv) Inflation is significantly correlated with an output gap that can be calculated
using a VAR model. That output gap, in turn, can be shown to be correlated
with other measures of the output gap (which are not more strongly correlated
with inflation). On the other hand, it is not necessary to identify any output
gap in order to forecast inflation, which is encouraging since there is little
consensus on how to measure potential output.

We have also obtained several other results that we believe are important for monetary pol-
icy in general and inflation targeting in particular. First, although the VAR approach can be
shown to have as good forecasting properties as other commonly applied approaches, the un-
certainty of inflation forecasts is generally very large. Second, the analysis suggests that a con-
siderable share of the forecasting uncertainty of Swedish inflation stems from foreign shocks.
Third, given the forecast uncertainty, the tolerance intervals that some central banks (includ-
ing Sveriges Riksbank) define around their inflation targets are too narrow to be interpreted as
confidence intervals in the usual sense. This means that they must be justified on some other
grounds, e.g. that they can help to create accountability (as seems to be the case currently in
the U.K.). Fourth, interest rate innovations affect inflation and output more rapidly than what
is commonly assumed in theoretical models of inflation targeting. And finally, the empirical
results suggest that the effects (of various shocks) are more oscillatory, i.e. that the dynamic
interactions are more complex, than commonly assumed. The policy implication of the last
observation should be investigated.
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DATA APPENDIX

The quarterly data set runs from 1972:2 to 1996:4. Due to lags, the effective estimation period
begins 1973:2. All series are seasonally unadjusted except for the two real GDP series which
are adjusted through regressions on seasonal dummies prior to the system analysis. The exact
definitions and sources of the variables are as follows. Real domestic ogtpsitdefined as
100InY;, whereY; is Swedish real GDP in fixed 1991 prices (source: Statistics Sweden). The
domestic price levelp, is given by 1001#%, whereP, is the Swedish consumer price index

in quarterly averages with 1991 as the base year (source: Statistics Sweden). The domestic
nominal interest rate, is defined as 100 (r1+ It/100), wherel; is the Swedish three month
treasury bills rate in percent, ultimo (source: Sveriges Riksbank). The nominal exchange rate,
&, is defined as 10018, whereS is the geometric sum (using IMF's TCW, Total Competi-
tiveness Weights) of the nominal Krona exchange rate of Sweden’s 20 most important trading
partners (source: Sveriges Riksbank and IMF). Foreign real outaut given by 100 Iy,
whereY* is German real GDP in fixed 1991 prices (source: Bundesbank). The foreign price
level, pf, is equal to 1001R", whereP;" is the geometric sum (IMF's TCW) of the CPls (quar-

terly averages, 1991 is the base year) of Sweden’s 20 most important trading partners (source:
Sveriges Riksbank and IMF). Finally, the foreign nominal interest rigdteis calculated as
100In(1+1¢/100), wherel* is the German three month treasury bills rate in percent, ultimo
(source: Sveriges Riksbank).
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TABLE 1: Asymptotic and bootstrappgrvalues for multivariate specification tests in percent.

(A) Serial correlation tests

Portmanteau LM(1) LM(4)
model asymp boot asymp boot asymp  boot
p=2,r=1 .00 .00 31 .39 .00 .00
r= .00 .00 .82 112 .00 .00
r= .00 .00 .04 .07 .00 .00
r= .00 .00 .35 .67 .00 .00
r= .00 .00 .05 .15 .00 .00
p=3,r= 1455 6817 .00 .00 .10 .15
r= 399 4685 .00 .00 .06 .10
r= 6.22 6449 .00 .00 .56 .83
r= 4.64 6998 .00 .01 22 .38
r= 9.35 5051 .00 .00 .28 .55

.01 2493 2.88 355 4.69 715
.01 5296 | 1069 1356 | 1211 1858
.00 4414 | 2455 3203 | 1857 2645
.00 4615 | 2790 3788 | 1239 2061
.00 4463 | 57.53 7070 9.00 1816

.00 3192 | 1712 1843 | 6100 7111
.00 5036 4.49 585 | 3364 4572
.00 4388 4.51 709 | 1210 2051
.00 4245 4.48 843 | 25.09 3886
.00 3820 823 1590 | 2977 4717

.00 1579 | 4379 4538 9.20 1473
.00 5072 | 7896 8312 | 2418 3489
.00 5180 | 57.09 6782 | 2524 3827
.00 5897 | 4105 5790 | 3976 5800
.00 6480 | 36.60 5804 | 1816 3528
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NoTEs The Portmanteau statistic is asymptoticatfywith n?([T /4] — p+ 1) — nr degrees of
freedom.LM(q) is a Lagrange Multiplier test with respect to thgh lag. It is asymptotically
x2 with n? degrees of freedom.
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TABLE 1: (Continued) Asymptotic and bootstrappeeialues for multivariate specification
tests in percent.

(B) Normality tests

Omnibus Skewness Kurtosis
model asymp boot asymp boot asymp  boot
p=2,r=1 .00 .00 1.78 425 .00 .00

.00 .00 9.50 1440 .00 .01
.00 .00 | 2599 3168 .00 .01
.00 .00 .00 .00 .00 .00
.00 .00 .00 .00 .00 .00

.00 .00 .00 .00 .00 .00
.00 .00 .04 37 .00 .00
.00 .00 1.09 312 .00 .01
.00 .00 .00 .05 .00 .00

- = = =
I |

©
I
w
- = = =
T |

r= .00 .00 .00 .02 .00 .00
p=4,r= .06 .58 .02 46 .00 .14
r= 1.60 476 .70 373 .00 142

1429 2162 214 7.66 .00 7.65
6.59 1290 9.65 2151 .00 3094
2.25 663 793 1961 .00 3197

6.36 1260 6.36 1666 .00 834
1543 2566 7.25 2106 .00 1322
2214 3340 | 1193 2942 .00 3221
2673 3903 | 1293 3207 .00 3911
1586 2876 8.65 2674 .00 35857

2.36 900 153 1063 .00 638
1052 2363 | 1846 4366 .00 876
374 1333 | 1449 3979 .00 483
588 1801 6.96 2813 .00 1130
1398 3130 | 2430 5457 .00 3859
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NoTES. Omnibus refers to the multivariate test for normality, suggested by Doornik and Hansen
(1994), which is asymptotically? with 2n degrees of freedom. The skewness and kurtosis
statistics are the multivariate tests for excess skewness and kurtosis in Mardia (1970). They are
both asymptoticallk? with n(n+ 1)(n+ 2)/6 and 1 degree(s) of freedom, respectively.
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TABLE 1: (Continued) Asymptotic and bootstrapppeialues for multivariate specification
tests in percent.

(C) ARCH test
M-ARCH

model asymp  boot
p=2,r= 66.04 6916
r=2| 5192 5928

=3 | 6823 7074

r=4| 9781 9544

r=5| 9758 9508
p=3,r=1| 7883 7603
r=2| 7040 7047

r=3 | 6707 6775

r=4| 9107 8741

r=5| 9221 8873
p=4,r=1 .02 311
r=2 .01 326

r=3 .01 320

r=4 .02 455

r=>5 109 1878
p=5r=1 .40 946
r=2 .01 355

r=3 45 1286

r=4 1.34 2058

r=>5 195 2426
p=6r=1 .96 2005
r=2 .02 652

r=3 .00 257

r=4 .00 1130

r=>5 .01 714

NoTES. M-ARCH is a multivariate version of the univariate Lagrange Multiplier test against
ARCH suggested by Granger and Terasvirta (1993) (cf. McLeod and Li, 1983). Since the lim-
iting distribution of this statistic remains to be derived, we have used critical values fydm a
with n?(T /4) degrees of freedom for asymptotic inference.



TABLE 2: Asymptotic and bootstrapped quantiles for thiecointegration test.

(A) Asymptotic distribution with unrestricted constant

r 7-—r 80% 90% 95% 97.5% 99% LRy

0 7 11179 11773 12304 12759 13304 32324
1 6 84.10 8937 9392 9797 10295 21373
2 5 60.23 6474 6868 7221 7637 12039
3 4 40.08 4384 4721 5019 5391 74.32
4 3 2372 2670 2938 3176 3487 35.46
5 2 11.06 1331 1534 17.24 1969 10.70
6 1 1.64 271 384 502 664 .68

(B) Asymptotic distribution with unrestricted constant
and 2 regime dummies

r 7-—r 80% 90% 95% 97.5% 99% LRy

0 7 11130 11757 12304 12764 13315 32324
1 6 81.06 8658 9116 9534 10034 21373
2 5 54.53 5915 6333 6676 7056 12039
3 4 3160 3541 3865 4167 4511 74.32
4 3 12.27 1477 1698 1905 2191 35.46
5 2 5.99 778 949 1110 1330 10.70
6 1 1.64 271 384 502 664 .68

(C) Bootstrapped distribution for the empirical VAR model

r 7-—r 80% 90% 95% 97.5% 99% LRy

0 7 20029 21147 22083 22927 23946 32324
1 6 13496 14426 15228 15931 16801 21373
2 5 9550 10470 11169 11796 12522 12039
3 4 60.99 67.66 7347 7851 8468 74.32
4 3 36.61 4207 4668 5091 5601 35.46
5 2 1517 1863 2171 2463 2805 10.70
6 1 3.65 558 7.46 916 1142 .68

35

NOTES. The critical values in Panel A are taken from Johansen (1995, Table 15.3). Those in
Panel B have been obtained by simulation using Bent Nielsen’s program “Disco”. The empirical

distributions in Panel C have been estimated using a parametric bootstrap procedure.
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TABLE 3: Univariate specification tests for the empirical VEC model with 4 andr = 3.

equation AR(5) p-value normality p-value ARCH(4) p-value

A\ 1.45 2191 5.47 6.49 .84 5023
Ap .56 7328 5.10 7.82 1.00 4510
Aiy .83 5305 1.58 4534 43 7876
Ne 3.22 121 2.31 3153 1.33 2686
A\VA 1.50 2040 .62 7324 .58 67.73
Apf 31 9072 4.48 1067 .19 9403
Aif 41 8427 2.03 3617 .54 7109

NoOTES. The tests have been calculated using PcFiml 9.0. For technical details, see Doornik
and Hendry (1997, Chapter 10). AR(5) is Brest against the hypothesis of 5:th order serial
correlation, withp-values computed from thE(5,60) distribution. The normality test is the
omnibus statistic (cf. Doornik and Hansen, 1994), which is asymptotigdllyith 2 degrees

of freedom. Finally, ARCH(4) is afr-test against the hypothesis of 4:th order ARCH, with

p-values calculated from tHe(4,57) distribution. All p-values are given in percent.
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TABLE 4: Estimated elements of tiematrix in the common trends model.

(A) Theoretical cointegration relations

Foreign Foreign Domestic Domestic
Equation realtrend nominaltrend realtrend nominal trend
Ve .044 —.262 .730 .000
(.663) (.438) (.156)
pi | —2.146 1986 —.056 712
(3.209) (1.168) (.221) (.162
it .000 .000 .000 .000
a .370 445 —.056 712
(.696) (.498 (.221) (.162)
Vi 1.136 .000 .000 .000
(.902
pi | —2.517 1541 .000 .000
(2.988) (.796)
iy .000 .000 .000 .000

(B) Estimated cointegration relations

Foreign Foreign Domestic Domestic
Equation realtrend nominaltrend realtrend nominal trend

Vi —.052 —.099 577 .000
(.193 (.273 (.100

o .354 1690 —.002 .339
(.897) (.766) (.077) (.050)

it .014 270 -.197 .092
(.156) (.155 (.038) (.013

& .107 .975 .036 .589
(.555) (.522 (.1349 (.086)

Vi 1.000 .000 .000 .000
(.278)

pr —.394 1387 .000 .000
(.728) (.606)

iy 473 .044 —.057 .267
(.167) (.128) (.062) (.039

NoOTES. Estimated asymptotic standard errors within parentheses; see Warne (1993) for details.
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TABLE 5: Forecast error variance decompositions for the common trends model with estimated

cointegration vectors in percent.

(A) Forecast error variance gf

Quarters Y W War Wdn Qi @i Pad
1 71 468 2280 364 .00 2531 4286
8 6.75 490 5029 356 76 1197 2177
16 5.42 446 6362 253 .58 791 1547
00 .80 283 9637 .00 .00 .00 .00
(B) Forecast error variance @f
Quarters Y Wn War Wan Qi @i Pad
1 2802 4794 356 1280 2.16 166 386
8 16.18 7392 101 7.62 .30 22 74
16 895 8524 .40 4.88 A7 .09 .28
0 403 9225 .00 372 .00 .00 .00
(C) Forecast error variance pf
Quarters Y Wn War Wan Qi @i Pad
1 4.48 469 1498 1713 | 2948 1906 1018
8 4.33 2007 3839 764 | 14.76 571 909
16 4.09 2927 3401 925 | 12.05 425 7.08
00 A7 6063 3219 701 .00 .00 .00
(D) Forecast error variance ef
Quarters Y Wn War Wan Qi @i Pad
1 .93 619 5018 140 | 1301 2818 A1
8 .84 2778 3731 1889 3.77 879 260
16 125 3554 2711 2488 2.84 6.46 192
00 .87 7254 10 2649 .00 .00 .00

NoTES. The trend innovations are denotedpyvhile the transitory innovations are denoted by
@. The subscript f denotes foreign, d stands for domestic, r for real, n for nominal, i for interest
rate, while ad denotes aggregate demand.
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TABLE 6: RMSE analysis of inflation forecasts.

(A) Naive models

Forecasting rule Dynamic  Recursive
random walk .645 .578
mean 1.619 1540

(B) Unrestricted VEC models

Cointegration model Dynamic  Recursive

Estimated (eq. 8) .833 .864
Theoretical (eg. 6) .706 .499

(C) Restricted VEC models

Cointegration model Dynamic  Recursive

Estimated (eq. 8) .509 717
Theoretical (eq. 6) .535 .486

NoTES. The dynamic forecasts are formed using models estimated over the sample period
1973:2-1993:4. The recursive 1-step ahead forecasts are based on an updating procedure where
the models are reestimated each period on the maximum sample length prior to forecasting. The
dynamic random walk rule means a no change forecast of inflation conditional on the infor-
mation available in 1993:4. The recursive 1-step ahead random walk rule means a no change
forecast of inflation conditional on the information available in the quarter immediately prior

to forecasting. The dynamic mean rule is a forecast of inflation which is equal to the average
value over the sample period 1973:2-1993:4. Finally, the recursive 1-step ahead mean rule is
a forecast based on a recursively updated average value which is obtained using the maximum
sample length available prior to forecasting.
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TABLE 7: Cross correlations between 4 output gap measures and inflation for the sample period
1977:1-1995:4.

(A) Output gap correlations

Output P(VEC:,0G:+s)
gap -4 -3 -2 -1 0 1 2 3 4
uc 69 65 60 55 .47 .40 35 28 .21
HP 58 51 43 34 23 12 .06 —.01 —.09
PF .58 .52 .46 .40 31 .24 .22 .19 14

(B) Inflation-output gap correlations

Output P(Apt, OGs)
gap -4 -3 -2 -1 0 1 2 3 4
VEC | 43 41 41 50 60 54 49 54 61
uc 28 28 28 30 28 22 22 26 .18
HP 26 23 22 24 18 06 .07 .14 04
PF 23 21 22 25 16 .06 .10 .18 .10

NoTes. VEC is a smoothed 4-quarter moving average (no leads) estimate of the estimated
demeaned transitory component in output when the theoretical cointegration vectors in (6) are
used. UC is an unobserved components model estimate of the deviations from trend (cf. Apel
and Jansson, 1997), HP is the deviation from trend using the Hodrick-Prescott filter, while PF is
the deviation from trend using a production function approach to measuring the output gap (cf.
Hansen, 1997). As a rule of thumb for determining significance, we may use the forfriila 1

as a proxy for the standard errors of the correlations. Here we obtaii@~ .12, so that a

value outside the interv@.24,.24] can be viewed as different from zero at the 5 percent level

of marginal significance.
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TABLE 8: Wald tests of the hypothesis that 3 lags of output gap measures are not useful for

predicting inflation for the sample period 1976:4-1996:4.

(A) Theoretical cointegration relations

Output  Restricted Unrestricted

gap model model
HP 3.93 1116
[.27] [.0]]
uc 7.19 1596
.07] .00]
PF 7.07 1473
[.07] [.00]

(B) Estimated cointegration relations

Output  Restricted Unrestricted

gap model model
HP 131 288
[.73 [.41]
ucC 5.99 1171
[.11] [.0]]
PF 7.43 904
[.06] [.03

NoTEs The reference distribution for the Wald statisticx® with 3 degrees of freedom (3

lags), andp-values are reported within brackets.



42

FIGURE 1: Time series observations of the 7 domestic and foreign variables in the xefctor
the period 1972:2-1996:4.
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FIGURE 2: Effects on the domestic variables from a shock to the domestic nominal trend, with
95 percent confidence intervals using the estimated asymptotic distribution.
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FIGURE 3: Effects on the domestic variables from a shock to the domestic interest rate, with
95 percent confidence intervals using the estimated asymptotic distribution.
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FIGURE 4: Effects on the domestic variables from a shock to aggregate demand, with 95 per-
cent confidence intervals using the estimated asymptotic distribution.
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FIGURE 5: Inflation (solid line) and inflation forecasts 1994:1-1996:4 (dashed line) with esti-
mated 95 percent confidence intervals using the empirical cointegration vectors in
equation (8).
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FIGURE 6: Inflation (solid line) and inflation forecasts 1994:1-1996:4 (dashed line) with esti-
mated 95 percent confidence intervals using the theoretical cointegration vectors in
equation (6).
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FIGURE 7: The real exchange rate and three estimates of the deviations from the long run goods
market equilibrium.
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FIGURE 8: Effects on the MCI measungy = (& + pf — py — 2.875;), output, and inflation
from the structural shocks, with 95 percent confidence intervals using the estimated
asymptotic distribution.
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FIGURE 8: (Continued) Effects on the MCI measume= (& + p; — p: — 2.875i), output, and
inflation from the structural shocks, with 95 percent confidence intervals using the
estimated asymptotic distribution.
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FIGURE 8: (Continued) Effects on the MCI measume= (& + p; — p: — 2.875i), output, and
inflation from the structural shocks, with 95 percent confidence intervals using the
estimated asymptotic distribution.
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FIGURE 8: (Continued) Effects on the MCI measume= (& + p; — p: — 2.875i), output, and
inflation from the structural shocks, with 95 percent confidence intervals using the
estimated asymptotic distribution.
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FIGURE 9:

51

Estimates of the output gaps for the VEC models based on the theoretical and the
estimated cointegration vectors and three alternative measures used by Sveriges
Riksbank for the period 1976:1-1996:4.
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