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In this article, we discuss some of the structural changes that have taken
place in the macroeconomic environment after the global financial crisis that
erupted with full power when the US investment bank Lehman Brothers went
bankrupt in the autumn of 2008. The changes we address are the weaker
productivity growth, the lower long-term real interest rate, the growing debts
among households and states and the flattened Phillips curve. These changes
have been important for monetary policy over the last ten years and will, in all
likelihood, continue to be so in the period ahead.

1 Introduction

The Riksbank and other central banks that conduct inflation targeting strive to stabilise
inflation at a certain level and to stabilise resource utilisation so that it developsin a
balanced manner. To do this, central banks use a number of monetary policy tools such as
the policy rate or purchases of financial assets that influence the economy via what is usually
called the monetary policy transmission mechanism. In practice, this mechanism has many
different parts or ‘channels’ that affect, in different ways, which decisions economic agents
take. Changes of central banks’ policy rates and purchases of financial assets work their way
through the economy via these different channels and ultimately influence macroeconomic
quantities such as inflation and output. In this way, monetary policy can stabilise fluctuations
in the economy so that recessions do not have as great negative effects and booms do not
end in price and wage spirals. One way to describe this is that the state of the economy
varies with the economic cycle and that monetary policy helps stabilise this development
around a ‘normal’ or long-term trend (the target level for inflation).

But not all changes are cyclical. Over time, fundamental changes can take place that
affect how the economy functions on a structural level. This can be illustrated with an
example. Assume it becomes easier for labour to move from country to country. This could
mean that inflation does not rise as much in economic upswings as in earlier periods, as
labour shortages in individual countries become less common. It also reduces the probability
of rapid wage and price increases. Similarly, it could mean that inflation does not fall as much
in recessions as in earlier periods. If more workers choose to move abroad when economic
activity slows down, unemployment will not rise as much in an individual country, which will
reduce downward pressure on wage and price increases. In other words, a structural change
— greater international mobility — has taken place and this has affected the functioning of the
economy with consequences for prices, wages, output and other factors.

* We would like to thank Mikael Apel, Daria Finocchiaro, Jesper Hansson, Caroline Jungner, Marianne Nessén, Asa Olli Segendorf
and UIf Séderstrom for their valuable comments. We are also grateful to Gary Watson for his translation of the Swedish manuscript
to English. The opinions expressed in the article are our own and cannot be regarded as an expression of the Riksbank’s view.

This article was written before the outbreak of the coronavirus pandemic. The potential effects of the pandemic on long-term
economic development have therefore not been considered. Several of the changes discussed in the article do, however, affect the
prevailing conditions for conducting effective economic policy and will probably continue to be important going forward. These
conditions include the global trend towards lower real interest rates and the fact that public indebtedness has increased in many
countries over recent decades.



SVERIGES RIKSBANK ECONOMIC REVIEW 2020:1

Monetary policy neither can nor should hinder such long-term structural changes.
However, monetary policy needs to consider these changes, as they may affect prices and
output. In other words, the structural changes affect the conditions for monetary policy,
which is to say the environment in which monetary policy acts.

The aim of this article is to describe a number of structural changes that have
characterised the macroeconomic environment over the last ten years and which are also
highly likely to be important for monetary policy and other economic policy areas in the
future, even if the top priority for economic policy in the immediate future will naturally
be trying to mitigate the economic effects of the spread of the coronavirus. The structural
changes we are focusing on are the weak productivity growth, a lower long-term real interest
rate, growing debts among households and states and the flattening of the Phillips curve.

Productivity growth has been weak both internationally and in Sweden over the last
decade, without clear tendencies towards improvement. Various explanations have been
suggested for this, with some analysts focusing on structural changes, such as less efficient
allocation of resources, reduced transfers of technology and poorer dynamics in industries,
and others seeing links to the tighter credit conditions during the financial crisis and the low
demand connected to the economic downturn.

The long-term real interest rate has fallen around the world over the last 30 years, often
by several percentage points. The real interest rate on savings has fallen correspondingly.
Several structural changes have contributed to this global trend, including demographic
changes and a high level of saving in China and other emerging economies in Asia.

We have seen growing indebtedness among households and states. Several studies
show that households’ mortgage loans, and variables linked to these loans, are important
for the strength of the monetary policy transmission mechanism. It is not apparent that
higher indebtedness in the household sector automatically results in a stronger effect on
household consumption from changes in the interest rate. However, several studies show
that highly indebted households with limited access to credit are those who change their
consumption most when the interest rate changes.

Fiscal policy has also gained an increasingly important role in stabilising the economy
in several countries due to the relatively low interest rates following the financial crisis and
the fact that monetary policy tools are limited in a number of countries. For fiscal policy to
be effective, it is important that households and companies have high confidence in it. One
important factor in this connection is the sovereign debt. In conjunction with the global
financial crisis, sovereign debt in the euro area, United States, Japan and United Kingdom
increased to relatively high levels, where it has remained since. Sweden has coped better:
sovereign debt did not rise significantly during the financial crisis and, compared with
many other countries, it is relatively low at present. However, Sweden has high private
indebtedness among households.

The Phillips curve, i.e. the relationship between prices and resource utilisation,
weakened in many countries following the financial crisis. Before the financial crisis, the
correlation between nominal wage growth and unemployment was negative in most cases.
Since the crisis, it has become weaker and even slightly positive in Sweden. For central
banks, it is important to understand what this is due to, as it could affect how well monetary
policy works. There are various hypotheses concerning what may have caused the weaker
relationship but no consensus.

In the rest of this article, we provide a more detailed description of these structural
changes in order and conclude by drawing some conclusions over what the changes may
mean for monetary policy going forward.
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2 Weak productivity growth

Both in Sweden and internationally, productivity growth has been slow over the last decade,
with no clear tendencies towards improvement. Before we describe this development and
conceivable reasons for it, we present a brief explanation of the term productivity, as it can
be measured in several different ways.

A common measure of productivity is labour productivity, which, put simply, specifies
how much output an amount of labour produces. This output is then most often measured
as value-added in fixed prices, while the amount of labour is usually measured per hour
worked or per employed person.! This means that, if labour productivity increases, more
is produced with the same amount of labour. This can be achieved in several ways. One is
that the quality of the actual labour input is improved. Another is that the labour performed
is the same but that the input from machinery and other equipment increases, i.e. the
contribution made by capital per hour worked becomes greater. Finally, technological
progress, improvements in how operations are led and the like can make production more
efficient. This latter is its own measure of productivity, known as total factor productivity
(TFP).2

TFP is important because it is not affected by the size of the contributions made by
labour, capital and other output factors, but only reflects how productive these contributions
are when combined. As TFP is not directly observable, it is usually calculated as a residual
item, which is to say the output increase that cannot be explained by contributions from
labour, capital or any other factors. In practice, TFP therefore risks reflecting other factors,
apart from technological progress and similar improvements. One example is capacity
utilisation. Apart from adjusting the amount of labour and capital in production, companies
can vary the degree to which labour and capital are used. Measures of both TFP and labour
productivity will also reflect such variations, unless an active effort is made to consider them
in the calculation of productivity.

2.1 Productivity growth up until 2005

To gain a perspective on developments over the last decade, we start by examining the
historical background. Experiences naturally vary between individual economies, but it is
possible to discern common trends that have characterised the general development of
productivity.? To start with, productivity shifted downwards in the mid-1970s in conjunction
with the first oil crisis and subsequent economic downturn. This slowdown meant the end of
the golden age of strong productivity growth and high economic growth that started in the
1950s.* This is illustrated for a selection of OECD countries in the left-hand graph in Figure 1.
On average, labour productivity increased significantly faster in 1955-1974 (the red marks)
than in 1975-1994 (the blue bars). For many of the countries, the slowdown was significant
and, in addition, the trend was negative — dividing the period 1975-1994 up further shows
that productivity was weaker during the second half.

1 Value-added is the value of production with deductions for input goods and input services.

2 Sometimes also called multi-factor productivity (MFP). The concepts are used synonymously.

3 This description applies, above all, to OECD countries. Productivity growth in other parts of the world is not necessarily
characterised by the same trends.

4 Crafts and Hjortshgj O’Rourke (2014).
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Figure 1. Labour productivity (GDP per hour worked)
Annual percentage change
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Note. The mean value of the annual percentage change in GDP per hour worked during each period. GDP is measured in fixed
prices, converted to US dollars to facilitate comparisons between countries.
Source: Conference Board, Total Economy Database, April 2019

However, the following ten-year period, 1995-2005, differed from the previous decades. The
right-hand graph in Figure 1 compares average productivity growth in 1985-1994 (red marks)
with the average for 1995-2005 (blue bars) for the same OECD countries. The negative

trend of falling productivity growth certainly continued in many countries, including several
in southern Europe, and in other countries, the increase in productivity was approximately
as large as previously. But in the United States and a couple of other countries, including
Sweden, productivity growth shifted upwards, starting in the mid-1990s. This was
remarkable, partly because it shifted up strikingly in the United States from the modest level
seen over two decades, and partly because no equivalent upturn in productivity was seen

in Europe, except for in isolated countries. Until then, the level of productivity in European
countries had come closer and closer to the level of the United States, which is often
assumed to reflect the technological frontier and the level towards which the productivity of
other countries converges. It also meant that productivity in other countries had increased
more rapidly than in the United States over a longer period. This changed in the 1990s.

The rapid improvement in labour productivity in the United States from the mid-1990s
was largely linked to the arrival and diffusion of information and communication technology
(ICT). Such technology had certainly started to spread significantly earlier — for example,
computerisation had been in progress for a number of decades. But it was not until the
mid-1990s that it seemed to affect productivity to any greater extent. Productivity in the
United States then increased rapidly, partly as a result of technological progress in the
production of ICT that led to a rapid upwards shift of TFP in the ICT manufacturing sector.
This raised overall productivity growth in the entire economy. At the same time, prices for
ICT products fell rapidly, which created an incentive for investment in the new technology.
Companies in other sectors of the economy therefore invested in ICT on a broad front. This
also contributed to labour productivity increasing more from the mid-1990s than in the
decades before.® These two factors were some of the main explanations for the upward shift
in productivity until 2000 when the so-called dot-com bubble burst.®

However, productivity also continued to increase rapidly in the United States after the
start of the new millennium. Production of and investment in ICT contributed partly to this,
but, above all, TFP increased rapidly in other sectors. One conceivable explanation for this
is that the major investments in physical information and communication technology at the
end of the 1990s required complementary investments in so-called intangible capital. For
example, it became necessary to develop software, train staff and change organisational
structures to take advantage of the new technology. For technology with broad areas of

5 See, for example, Timmer and van Ark (2005), Oliner et al. (2007) and Jorgenson et al. (2008).

6 Bosworth and Triplett (2007) point out that TFP growth also shifted upwards in several of the service sectors and that this
was therefore a further important factor behind the rise in productivity in the United States in the second half of the 1990s — see
below.
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use, such as ICT, such investments can be particularly important.” The continued strong TFP
growth after the start of the millennium could therefore be explained by delayed effects of
the ICT investments in the 1990s. However, the results of studies investigating this are not
unambiguous.® Other conceivable explanations for productivity growth holding up in the
United States after the start of the millennium are that the competitive pressure for change
was strong in individual industries and that there was a general shift of resources from low to
highly productive industries.®

Productivity advances in Europe in 1995—-2005 differed relatively substantially from
country to country. In Sweden and Finland, labour productivity increased rapidly, and ICT
production and ICT investments also developed in a similar manner to the United States. But
many other countries had significantly weaker productivity gains. Comparisons show that ICT
explained part of the differences, including lower ICT investments in some countries. But the
greatest differences — both between individual EU countries and between the United States
and the EU countries — were linked to TFP growth in other parts of industry, above all within
private service sectors such as trade and transport and financial and businesses services.??

2.2 Weak productivity growth from the mid-2000s

Over the last decade, productivity gains in OECD countries have been weak in general. In the
United States, where productivity increased rapidly in the years before and after the start of
the millennium, growth has been significantly weaker since 2005. This also applies to other
countries with a period of rapidly-increasing productivity, including Sweden. In economies
where the rate of increase was previously more modest, productivity has continued to
develop weakly over the last decade or has even shifted down further. Figure 2 illustrates
how labour productivity and TFP have grown since 1995 in the United States, Sweden and
the euro area and for the OECD as a whole. As the figure shows, the shift to lower average
productivity growth largely coincided with the financial crisis of 2007—2009. The discussion
of why productivity growth shifted down has partly focused on this connection. However,
there are indications that productivity growth had already started to weaken in the years
before the crisis, which suggests that the reasons may not necessarily be connected with the
financial crisis.

7 See, for example, Brynjolfsson et al. (2018). One frequently used expression for such technology is general purpose
technology. In the national accounts, investments in intangible capital generally consist of expenditure for software and for
research and development. However, other expenditure could also be considered as similar investments; see Corrado et al.
(2005). Estimates indicate that investments in more broadly defined intangible capital may be significant; see, for example,
Corrado et al. (2016).

8 Compare Basu and Fernald (2007) and Fernald (2015) with Bosworth and Triplett (2007) and Oliner et al. (2007).

9 Oliner et al. (2007)

10 van Ark et al. (2008). According to Inklaar et al. (2006), productivity growth in the service sector was generally stronger in
Anglo-Saxon countries than in continental European countries.
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Figure 2. Labour productivity and total factor productivity 1995-2018
Annual percentage change

(a) Labour productivity (b) Total factor productivity

w
|

|

[

I S—
w

a4 2

zk,f/ \\/ .
. \—\\_\:/k\ﬂ/\/\ — A

| ~ N

-2 -2
1995 2000 2005 2010 2015 2018 1995 2000 2005 2010 2015 2018

== Euro area = OECD us Sweden

Note. Moving average of the annual percentage change of labour productivity and TFP, respectively, over the last four years.
GDP is measured in fixed prices, converted to US dollars to facilitate comparisons between countries. For the euro area and
OECD, the calculations are based on GDP per employee and, for the United States and Sweden, on GDP per hour worked.
Source: Conference Board, Total Economy Database, April 2019

The problem of long-term weak productivity growth has received considerable attention in
both international organisations and individual countries. Proposed measures to reverse the
trend have also been put forward.!* The reason for this concern is that productivity is one
of the most important factors for the economy in the long term as it reflects how efficiently
production is converting inputs to goods and services or, put differently, how many goods
and services can be produced with the same amount of inputs. Seen over longer periods,
the increase of GDP per capita can largely be determined by how much productivity has
increased. How rapidly or slowly productivity increases thus determines how material
prosperity in general changes. In addition, productivity affects how prosperity is distributed,
as there is also a link between wage development and productivity growth on the company
level.

For monetary policy, it is important how productivity develops, among other things as
it determines how rapidly the economy grows in the longer term. This so-called potential
growth rate may, in turn, affect the level of the real interest rate in the economy; see also
section 3.2.1. There is also a link between productivity and companies’ costs that could
influence monetary policy in the shorter perspective. The stronger productivity grows, the
faster output can increase without wage increases and inflation picking up.

2.3 Possible explanations for the weak development
Several possible explanations have been proposed for why productivity growth has been so
weak over the last fifteen years.

2.3.1 Measurement problems

There are a number of measurement problems associated with productivity statistics.
Measuring how real output, and thereby productivity, has changed requires price
developments to be taken into account. One difficulty with this involves measuring

how much of the price movements are due to improvements in the quality of various
products. Another measurement problem is rooted in certain products having moved
from costing money to basically being provided free of charge, which means that they no
longer give rise to any transactions that can be measured and included in the statistics.

11 See OECD (2015) among others. The EU has recommended all countries in the euro area to create national productivity
boards to analyse productivity nationally and has urged other EU countries to do the same; see European Council (2016). Reports
from such boards have also been published in many countries; see, for example, Conseil National de Productivité (2019) for
France and De @konomiske Rad (2019) for Denmark. In the United Kingdom, the focus has long been on the ‘mystery’ of the
area’s long-term weak productivity; see, among others, HM Treasury (2015), McKinsey Global Institute (2018) and Haldane
(2018).
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A further measurement problem is linked to the transactions in the different operations of
multinational companies, and how, and in which countries, they report revenues and assets.
One conceivable reason why the measured productivity growth has been weaker over

the last decade could be that measurement problems have been exacerbated. This would
mean, therefore, that the downturn is largely illusory. Research has shown that the problems
in measuring productivity are relatively substantial. For example, estimates of quality
improvements are definitely a concern when calculating the production of ICT goods and
services and investments in ICT. At the same time, however, analyses of US data indicate

that this problem may have been greater before 2005 than afterwards. Similarly, analysis
indicates that the value of products ‘absent’ from output statistics is not sufficiently large to
explain the difference between the output that is measured and the output that would have
been recorded if TFP growth in the United States had not shifted down in the mid-2000s. The
conclusions of the research are therefore that productivity statistics are undeniably linked
with relatively large measurement problems but that it is not obvious that these problems
have worsened recently.'

2.3.2 Effects of low demand during the deep recession

Financial crises often have major negative consequences, as the deep recessions that usually
follow in their wake substantially reduce activity in the economy and often for a longer
period than ‘normal’ economic slowdowns. It is also possible that crises can have permanent
effects on labour productivity, as they can cause major interruptions in investment, less
activity conducive to innovation and long-term unemployment that damages the skills and
know-how of the labour force, to give a few examples.'* However, such factors should affect
the long-term level of productivity, rather than the long-term growth rate of productivity.
This does not mean that the rate of increase is entirely unaffected. During a transitional
period, it will be lower than normal, as the economy is adjusting from a higher level of
productivity to a lower one. This period of adjustment may, however, be prolonged. It is
possible that the weak productivity growth after the financial crisis partly reflected such an
adjustment.'

2.3.3 Tighter credit conditions and impaired allocation of capital
There may also be other links between the financial crisis and the weak productivity growth.
Credit conditions were tightened in conjunction with the crisis. Even if central banks around
the world acted to reduce the problem, many smaller and medium-sized companies found it
difficult to gain access to credit, particularly in the euro area countries impacted most heavily
by the crisis. There seems to be an empirical relationship in which companies with higher
indebtedness and more short-term funding also had weaker TFP growth after the crisis. This
could be an effect of them cutting back on investments in intangible capital and research and
development to a greater extent.’

Not just capital formation in companies, but also the allocation of capital between
companies may have been a factor behind the weak productivity growth. If capital cannot be
moved from low-productivity to high-productivity companies in a sector, the resources as a

12 See, for example, Byrne et al. (2016), Syverson (2017) and Guvenen et al. (2017).

13 Using data for about 60 countries, Oulton and Sebastia-Barriel (2017) estimate that, historically, banking crises have cut the
level of labour productivity, measured as GDP per employee, permanently by about 1 per cent per crisis year.

14 Reifschneider et al. (2015) argue that the effects of the crisis on long-term unemployment, the number and activity of newly
started companies and investment in general have probably contributed to the weak productivity. Fernald et al. (2017), on the
other hand, are more critical of the hypothesis that the fall in demand can explain the development of productivity in the United
States and instead show that this is an effect of a shifting trend that began before rather than in conjunction with the crisis.
Anzoategui et al. (2017) also find that the trend started to shift before the crisis, but that the development was exacerbated
further after the crisis via mechanisms linked to the fall in demand. Referring to IMF studies, Obstfeld and Duval (2018) argue that
the crisis had a long-term dampening effect on productivity, mainly in Europe, and discuss what role the expansionary monetary
policy may have played. See also Jorda et al. (2020).

15 See Adler et al. (2017) and Duval et al. (2020).
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whole will be used less efficiently in the sector, which affects productivity in total. Studies of
companies and industries have shown that there is a relationship between such an increasing
misallocation or low reallocation of capital and the weak development of TFP in certain
countries, including in southern Europe. Different studies emphasise different conceivable
mechanisms behind this relationship. Regulation on the product and labour markets is

often pointed out as the reason for capital being reallocated more slowly in many European
countries than in the United States. It may be one reason for why productivity was not lifted
by ICT the same way in Europe as it was in the United States in the ten-year period around
the start of the millennium. There also seem to be links between impaired reallocation and
the strong credit growth ahead of the financial crisis, as well as the deep recession.®

2.3.4 Reduced technology diffusion between companies and less business dynamism
Studies of data on the company level have also noted other aspects of the allocation of
resources between companies within sectors that may be significant for productivity growth
on the aggregated level. The reallocation between companies and the sectoral productivity
depend on the dynamism of the sector — whether new companies are established and what
structure they have, which companies in the sector are expanding, which are shrinking and
which are dropping out. Studies have shown that the differences in productivity between
companies in a sector have become greater, and there are results that indicate that this
mainly depends on widening differences between companies at the technological frontier,
which is to say the companies with the highest productivity within each sector, and the other
companies.' In the frontier companies, productivity does not seem to have shifted down,
but increased at a healthy rate. In contrast, other companies have slipped further behind,
which has increased the differences between companies within the sectors.

Several reasons for this development, which has been in progress for some time,
have been proposed. It could partly be an effect of it having become increasingly difficult
for companies with lower productivity to incorporate the technology available to highly
productive companies, which is to say that the diffusion of new technology between
companies has decreased.® It could also partly be explained by decreased dynamism in the
business sector, where weaker companies with lower productivity are finding it easier to
survive and fewer new companies are being established. This could indirectly be reducing
the pressure on existing companies to improve their productivity and profitability.*®

2.3.5 Unfavourable demographic development and increased production of services
Another structural change that has been mentioned as an explanation for the restrained
productivity growth concerns changes in the age composition of the population — something
that is also mentioned as an explanation for the low real interest rate (see section 3.2). The
knowledge and skills of the workforce — its human capital — naturally affect productivity and
there is reason to believe that there is also a link to the age composition of the workforce,
even if the form of this link is not obvious. As work experience grows with age, productivity
can increase as the average age of the workforce increases. On the other hand, younger
individuals will more recently have completed education and training that better reflects

16 According to Cette et al. (2016) and Gopinath et al. (2017), the comparatively large capital inflows and falls in interest rate
levels that followed the introduction of the euro in Italy and Spain amplified the problem with misallocations there, which
impeded the countries’ TFP growth. Gamberoni et al. (2016) show that the allocation of capital deteriorated in several large
European countries before the financial crisis, above all in service sectors. They also find that the great uncertainty over the
economic outlook during the deep recession impaired allocation. Corrado et al. (2019) also find that increased uncertainty has
impeded the allocation of capital within and between sectors. However, in contrast to other studies, they find that low real
interest rates can be linked with better allocation, rather than worse.

17 See Andrews et al. (2016) who study companies in about twenty countries between 2001 and 2013.

18 See, for example, Liu et al. (2019) who show that increasing differences between companies at the technological frontier
and other companies may be due to the way an environment with low interest rates boosts incentives for leaders in a sector to
increase their strategic advantage.

19 See, for example, Decker et al. (2014).
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new knowledge and technology. Empirically, the results are mixed, but there are studies that

indicate that an ageing population may have contributed to weaker productivity growth.?
Another structural change that may have contributed to holding back productivity over

a longer period concerns the way in which the business sector has shifted its focus from

the manufacturing industry to an increased focus on the production of services. This could

mean that productivity in total has shifted downwards, as the manufacturing industry has

historically had stronger productivity growth. However, the picture needs to be adjusted

a little, for example as parts of the services industry had strong productivity growth in the

United States and elsewhere at the start of the 2000s.** However, even if the changing

composition of sectors may have affected productivity over a longer period, it is less

probable that this has been the main explanation for the downward shift in productivity over

the last decade.

2.3.6 Delayed or reduced effects on productivity of new technology

One conceivable reason for productivity not appearing to have been affected particularly
much by ICT, except for during a limited period in some countries, and not by the ongoing
technological advances, is that the substantial productivity gains of these innovations have
not arrived yet. As we mentioned earlier, there are arguments indicating that it takes time
for breakthrough technologies to make their mark on productivity — the technology improves
later on and usage increases as prices fall, new areas of use are identified, complementary
investments need to be carried out, organisational structures need to be changed and

so on. There is support for this theory in studies that have investigated how productivity
changed during previous technological advances, such as when steam engines and electrical
technology were introduced.? According to this perspective, we should not expect periods of
rapid technological development to be directly translated into periods of rapid productivity
improvement and there is a lot to suggest that improvements will arrive as we go forward.?

In opposition to this optimistic picture, it has been argued that we should not expect
any delayed effects on productivity growth from ICT and the innovations now being made,
as the effects of this technological progress are quite simply not as great as the effects of
electrification, the internal combustion engine, antibiotics or water and sewage treatment,
for example, which fundamentally changed the conditions for companies and consumers
in the first half of the 1900s. Computerisation and information and communication
technologies have certainly also entailed major changes for parts of the business sector, but
they have not been as revolutionary.?* According to this more pessimistic view, the strong
productivity growth around the turn of the millennium in the United States and other
countries was the total effect of ICT — it was not just a period in which the very lowest-
hanging fruits of the new technology were plucked. The subsequent downward shift of
productivity reflects how the effects of the new innovations are now wearing off.

One link to the more pessimistic view of the possibilities for productivity to shift upwards
noticeably going forward can be found in the observation that TFP growth was certainly
strengthened temporarily around the turn of the millennium but that, seen over a longer
period, it has been modest despite the simultaneous constantly increasing intensity of
research and innovation efforts. One implication of this could be that the productivity of the

20 See Adler et al. (2017) and the studies to which they refer. However, the link between an ageing population and economic
growth, via productivity effects, is questioned in a study by Acemoglu and Restrepo (2017).

21 See, for example, Duernecker et al. (2017).

22 See, for example, David (1990) and Crafts (2004). Brynjolfsson and Hitt (2003) investigate the computerisation of US
companies in the late 1980s and early 1990s and find that the effects on TFP of investments in computers increased over time.
23 Brynjolfsson et al. (2018) show, in @ model, how breakthrough technologies can involve measured productivity following a
J-shaped curve over time. When the new technology is introduced, large follow-up investments are made in intangible capital,
which is not measured properly in the official statistics, meaning that productivity is underestimated and seems to be falling.
When the effects of the intangible investments later become visible, productivity rises and, in contrast, is overestimated in the
statistics.

24 See Gordon (2015, 2018).
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actual research is declining so that more and more innovation effort is needed to maintain a
certain level of productivity growth.? However, this applies for a longer period and cannot be
linked directly to the downward shift in productivity over the last decade.

3 Lower long-term real interest rate®®

In most advanced economies, yields on treasury bills and government bond yields are
currently considerably lower than they were at the start of the 1990s. In many countries, this
means declines of 10—15 percentage points. A large part of this downturn in nominal interest
rates can be explained by the transition from high to low-inflation regimes that took place

in the 1980s and 1990s. But the interest rate has fallen, even after adjustment for expected
or actual inflation. Real interest rates are currently lower than they were 30 years ago in
almost all advanced economies and in many emerging market economies. However, the
average, GDP-weighted decrease is smaller in the group of emerging market economies. The
dispersion in returns among different countries is also greater in this group than it is in the
group of advanced economies. Households and companies are also facing significantly lower
real interest rates on loans and savings than they did 30 years ago.”

3.1 Data and estimated trends
Figure 3 shows three measures of real interest rates for government borrowing with long
maturities, based on two overlapping groups of advanced economies. The first measure (the
blue line) shows the median of the real return on government bonds with long maturities
in a group of 16 countries, including Sweden. The real return is calculated as the difference
between the nominal return on each debt instrument minus the expected inflation
measured using the GDP deflator.?® The second measure (the turquoise line) was created
by King and Low (2014). This uses the return on what are known as real government bonds
from six major industrialised nations. According to both of these measures, the global real
interest rate on government borrowing has fallen, by 6 and 4 percentage points respectively
since 1990.%°

Figure 3 also shows the expected real return on Swedish government bonds (red
line). According to this measure, the real yield on Swedish government bonds reached its
highest level in the early 1990s in conjunction with the defence of the fixed exchange rate.
Following this, the real interest rate on the government’s borrowing fell quite substantially
in conjunction with the transition to a new monetary policy regime with inflation targeting
and a variable exchange rate. If the return is compared, it can be noted that the real yield on
Swedish government bonds in the 1980s and early 1990s was occasionally slightly higher,

25 Bloom et al. (2017) claim that it seems to be becoming increasingly difficult to come up with ideas in the sense that research
productivity seems to have fallen broadly, seen over a longer period. Through case studies of different products and using data
for companies and sectors, they find that increasingly large efforts seem to be needed in research to maintain a certain level of
productivity growth.

26 This section forms a summary of the article ‘What is driving the global trend towards lower real interest rates?’, also
published in this issue of Sveriges Riksbank Economic Review.

27 See Rachel and Smith (2015), sections A and D6.

28 Figure 3 shows three measures of real interest rates, two of which have been calculated by the authors using data for
nominal return and inflation in various countries. The data has been taken from Jorda et al. (2019). The scientific literature often
uses forecasts from simple autoregressive models as measures of expected inflation, and a variation of this approach has also
been used here. For every year and country in the sample, an autoregressive model, AR(1), is estimated and forecasts from this
model are then used to calculate the average expected inflation over the ten subsequent years. This forward-looking measure of
expected inflation is combined here with a backward-looking measure (actual inflation during the 5 previous years) to calculate
the expected real return on nominal government bonds. The two measures are given equal weight in the calculation. The 15
countries included in the calculation alongside Sweden are: Australia, Belgium, Denmark, Finland, France, Germany, Italy, Japan,
the Netherlands, Norway, Portugal, Spain, Switzerland, the United Kingdom and the United States. The third measure shown in
the figure has been calculated by King and Low (2014) and is based on the return on inflation-indexed (real) government bonds
issued by Canada, France, Germany, Japan, the United Kingdom and the United States.

29 The median of the real return on government bonds in the group of 16 countries fell by about 6 percentage points between
1990 and 2015. According to the measure calculated by King and Low (2014), the real return fell by about 4 percentage points
between 1990 and 2013.
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occasionally slightly lower than it was abroad. Since 1992, the real interest rate in Sweden
has constantly been lower than it has been abroad, according to these measures. Overall,
however, a clear co-movement can be seen between the real rate of return that applies
internationally and the one that applies in Sweden.

Figure 3. Real interest rates globally and in Sweden
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Note. For an explanation of the different measures of real interest rates that are
shown in the figure, see footnote 28.

Sources: Jorda et al. (2019), King and Low (2014) and the authors’ own
calculations

How much of the total downturn in the global real interest rate since the 1990s is due to
structural reasons and how much has cyclical causes? This question is difficult to answer,
among other reasons because of the two powerful shocks that have affected the global
economy since the mid-2000s: the global financial crisis, with subsequent deep recession,
and the European sovereign debt crisis. When a large number of countries are affected

by such powerful shocks, whose effects have also worn off slowly, it becomes more

difficult to distinguish precisely between trends, driven by structural changes, and cyclical
developments. In addition, most studies estimating trends in real interest rates have focused
on development in individual countries, without explicitly considering that the downturn
had a significant global component. However, with today’s internationally integrated capital
markets, where assets can be moved between different countries and currency areas rapidly
and at a low cost, there are strong tendencies for real interest rates in different countries to
converge. The results of a smaller number of studies estimating global trends in real interest
rates show a decline in recent decades of between 2 and 3 percentage points. According to
these studies, the level of the global trend was close to zero in the middle or in the second
half of the 2010s.3°

3.2 Explanations for the downturn in real interest rates

Most studies attempting to explain the negative trend in real interest rates focus on
structural changes that have affected the supply of or demand for savings. As regards
supply, the focus has often been on household saving, but government saving has also
been discussed and, in practice, the rate of saving in the corporate sector is also important.
Demand refers to total demand for investment. The idea is that the supply of saving and
demand for investment must be balanced at the prevailing real interest rate and that there
is a long-term equilibrium level at which the economy is in a cyclical balance. This long-term
equilibrium level defines a long-term equilibrium real interest rate.

30 See Del Negro et al. (2019), Hamilton et al. (2016) and Kiley (2019).
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The literature discusses about ten different structural changes that are conceivable
driving forces behind the trend in real interest rates. Important examples are a presumed
decline in potential growth, changes in the age composition and life expectancy of the
population and a lasting increase in the premiums that investors are prepared to pay for safe
assets. In addition, China and several other emerging market economies have increasingly
been integrated into the global economy and have long had remarkably high levels of
saving.3!

3.2.1 Lower potential growth

Gordon (2015) is one example among several studies that argue that growth in the United
States over the coming decades will probably be lower than the average growth rates
experienced in the 1900s. According to macroeconomic theory, there is a close relationship
between the level of expected growth and the level of the real interest rate. This is because
lower expected growth dampens companies’ willingness to invest, as future demand is
expected to be lower. Demand for saved funds therefore becomes lower. However, worsened
long-term growth prospects also make households more inclined to save. The supply of
savings is therefore also affected.

The theoretical support for a link between the real interest rate and growth is very
strong; it concerns a result that is key to pretty much all models with forward-looking
households who take considered decisions on how much of their incomes to save. In
recent years, a number of studies have been published that analyse the relationship in the
data between trend or average growth and trends in the real interest rate. These studies
generally indicate that the relationship is weak. Furthermore, the measured strength of the
relationship can vary considerably, depending on which countries and periods are included in
the data material.*?

3.2.2 Demographics and high levels of saving in Asia

If the empirical support is weak concerning the relationship between trends in the real
interest rate and potential growth, there is stronger support for such a relationship between
the real interest rate and various demographic factors.** Changes in the age composition

of the population are significant for a large number of macroeconomic variables, such as
the labour supply and potential growth, companies’ willingness to invest and households’
average savings ratio, for example. Accordingly, there are several different channels through
which demographic changes might affect the real equilibrium rate.

In US data, there is a fairly clear relationship between trends in the real interest rate and
trend changes in the supply of labour. The real interest rate has often been comparatively
high in periods when the trend increase in the number of hours worked has been high, and,
conversely, low when the increase has been low. Something that has probably contributed
to the real interest rate having fallen over recent decades is thus that the labour supply has
grown comparatively slowly.

Another circumstance, often mentioned as a possible reason for low interest rates, is that
an unusually large proportion of the population in recent decades has been in the age group
40 to 65, when saving tends to be high. According to one hypothesis, this should have led to
an unusually high saving ratio, resulting in a greater supply of savings, with falling interest

31 Examples of other factors mentioned in the literature but not addressed here include falling relative prices for investment
goods, a more uneven distribution of income among households and lower public investments. Rachel and Smith (2015) and Bean
et al. (2015) provide non-technical overviews of the literature. Rachel and Smith’s original study was published as a working paper
by the Bank of England in 2015. A shorter version was published two years later in the International Journal of Central Banking
(Rachel and Smith, 2017).

32 See Bosworth (2014), Goldman Sachs (2014), Hamilton et al. (2016) and Lunsford and West (2019).

33 Favero et al. (2016), Fiorentini (2018), Lunsford and West (2019), Poterba (2001) and Rachel and Smith (2015) are examples
of studies that investigate the relationship in data between trends in real interest rates and various variables linked to the age
composition of the population.
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rates as a consequence. However, saving among G7 countries has shown a weak downward
trend over the period in which real interest rates have had a falling trend. At the same time,
these countries have reported significant deficits in the current account. A current account
deficit means that total domestic saving is lower than total domestic investment and that
saving in relation to the rest of the world is negative. The downward trend in saving and the
current account deficit in G7 countries contradict the hypothesis that high levels of saving in
these countries are an important force behind the global trend towards lower real rates.

However, over the same period, saving ratios have been remarkably high in China and
several Asian emerging market economies, at the same time as they have reported large
surpluses in international payments. A high level of saving in these countries, and in several
petroleum-producing countries, has probably also helped push down the real required rates
of return in the western world. Demographic changes are probably one of several factors
that have contributed to the high level of saving in Asia. Other factors that have probably
also contributed include the ambition among Asian public authorities to build up significant
foreign exchange reserves, and the combination of high growth rates and relatively poorly-
developed financial markets and collective insurance systems in Asia.3*

3.2.3 Higher premiums on safe assets

So far, we have focused on trends in real government borrowing rates in advanced countries.
This is a matter of interest rates on loans that are generally considered to be associated with
low risk. Most investors consider bills and bonds issued by the governments of the United
States and Germany, for example, to be safe assets, where the risk of payment suspensions
is low. In recent years, increasing numbers of studies have analysed the difference between
yields on such safe assets and the real return on higher-risk investments. Rachel and Smith
(2015) analyse a large number of assets in several different countries and conclude that the
average compensation for risk may have risen by as much as 1 percentage point since the
1980s. How then is the real interest rate for safe assets affected if the average compensation
for risk rises?

Let us start with a simple example, where the difference in interest for two different
loans depends on the probability of payment suspensions being greater for one of the loans.
For example, this could be due to one borrower being a company with uncertain future
prospects, and the other a state with well-functioning institutions. Assume now that a
change takes place over time meaning that lenders, for some reason, become less willing to
grant high-risk loans at each given interest rate level. Assume too that both the overall supply
of savings and the overall demand for loans otherwise remain unchanged. At a given interest
rate, both the state and the company wish to borrow as much as they did before the lenders
changed their willingness to take on risk. Correspondingly, the lenders wish to lend as much
money as before, even if they are now less willing to lend money to the company.

One reasonable consequence of such a change is that the interest rate for the state
loan falls slightly and the interest rate for the corporate loan rises slightly. The reason is that
the company must offer the lenders slightly greater compensation for the risk they run in
providing the corporate loan. At the same time, the state, for its part, can borrow at a slightly
lower interest rate than previously, as households value the security in the state loan more.
In equilibrium, the interest rate on safe loans has thus fallen, at the same time as the return
on high-risk assets has risen.

In the example, we assumed that the lenders had become less willing to bear
risk, without specifying why. There are different hypotheses for the reasons that the
compensation for risk has risen. One hypothesis concerns the chronic shortage of safe assets
on the world’s capital markets. The yield on a bond is partly determined by its price and
becomes lower the higher the price is. According to the hypothesis, this chronic shortage

34 Bean etal. (2015), Bernanke (2005) and Coeurdacier et al. (2015).
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of safe assets is leading to a trend of rising prices for safe bonds, entailing a trend towards
increasingly low interest rates. Another hypothesis concerns increased uncertainty over
future economic development.®

4 Growing debts among households and states

In recent decades, there has been a rising trend in indebtedness, among both households
and states, in many countries. In this section, we show how indebtedness has increased and
what consequences this may have for monetary policy.

4.1 Household debts and consumption’s interest-rate sensitivity
Over the last 40 years, indebtedness among households has increased substantially in most
advanced economies. Figure 4 shows households’ total debt as a proportion of GDP in a
group of about twenty advanced economies. The median debt ratio among these countries,
shown by the black line, more than doubled between the years 1980 and 2010. It increased
from a level of just over 30 per cent in 1980 to 77 per cent in 2010. The debt ratio certainly
decreased in the United States in conjunction with and following the global financial crisis,
and, in Europe, it decreased in a number of countries in conjunction with the so-called
European sovereign debt crisis.>® But, despite indebtedness having thus decreased in many
places since 2008, the ratios remain high in comparison with the levels from 1980.

There are probably several different reasons behind many households today taking on
more debt than households did 30 to 40 years ago.®” One important reason is probably the
trend decrease of real interest rates that we discussed in section 3. Lower interest rates,
of course, mean lower borrowing costs. It therefore becomes possible for a household to
borrow a larger amount, for example when purchasing a house or flat, without needing to
cut back on other expenditure. It is also therefore natural for prices for properties and other
assets to rise when interest rates are comparatively low, at the same time as the average
debt-to-income ratio among households is rising. Another reason that may have contributed
to the higher indebtedness is that the banks, at least in some countries, were less restrictive
in their credit assessments in the years before the outbreak of the financial crisis in 2007,
compared with previously.®®

35 Caballero et al. (2017) and Marx et al. (2018).

36 In Greece, Portugal and Spain, the debt ratio decreased considerably in the years after the debt crisis broke out in 2010 and
downturns also took place in some other European countries, for example the Netherlands and United Kingdom. Finland, Canada
and Sweden are examples of countries where households’ average debt ratio continued to increase, both during the financial
crisis and in conjunction with the European sovereign debt crisis.

37 Figure 4 compares households’ total debt with GDP in each country. Seen over longer periods, households’ average incomes
tend to grow at the same rate as GDP. The ratio of total debt to GDP may therefore provide a good idea of how total debt has
developed in relation to households’ average incomes when trends last for several decades.

38 See, for instance, ECB 2009.
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Figure 4. Households’ total debt as a proportion of GDP in a group
of about twenty advanced economies
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4.1.1 How does indebtedness affect households’ consumption decisions?

Households’ high indebtedness and its macroeconomic consequences have been much
discussed over the years, both in the scientific literature and in the wider debate on
economic policy. One question concerns whether household consumption would be affected
more by a given change in the interest rate if households were more indebted. Intuitively,

it is easy to imagine that highly indebted households would adapt their consumption more
following an interest rate adjustment than households that have low or no debts. After all,
their disposable incomes, which is to say incomes minus borrowing costs, would be affected
more by an interest rate adjustment if they had large debts, particularly if their loans were
at a variable interest rate. However, even if the disposable incomes of highly-indebted
households are more sensitive to interest rates, this does not automatically mean that their
consumption is also more sensitive to interest rates.

Most households prefer to keep their consumption fairly steady over time. This gives
them reason, therefore, to plan their economies so that both expected and unexpected
changes in disposable income have a limited effect on consumption. If disposable incomes in
a household with a large mortgage loan decrease due to an unexpected interest rate rise, the
household could possibly counter this with consumption loans or a buffer of savings. These
arguments suggest that the individual household’s consumption would not be affected more
by a given change in the interest rate, if the household is highly indebted.

Furthermore, when analysing the interest rate sensitivity of consumption, a distinction
must be made between interest-rate sensitivity in individual households, on the one hand,
and interest-rate sensitivity in the entire household sector, on the other. The interest
expenses of an individual household are often equalled out by interest income in another
household. An interest rate adjustment primarily entails the reallocation of incomes between
different households. Although high indebtedness may mean that consumption becomes
more sensitive to interest rates in households with high levels of debt, it does not need to
entail higher interest-rate sensitivity in households’ total, aggregate consumption.

4.1.2 Different households are reacting differently to changes in disposable income

For all that, there are mechanisms that suggest that households’ total consumption could
actually become more sensitive to interest rates if indebtedness is high. A couple of these
mechanisms revolve around different households being able to adjust their consumption

to differing extents following a given interest rate adjustment. For example, this could be
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due to households with large debts finding it difficult to raise further loans. Such loan limits
mean, in turn, that these households cannot maintain their consumption as evenly, as

they are losing a way of countering changes in their disposable income. The consequences
will be that the loan-limited households will, in practice be living ‘hand to mouth’, with
their consumption being entirely determined by their disposable incomes. Every increase
or decrease of these will entail a corresponding increase or decrease of consumption. If
many households are highly indebted, the likelihood increases that more households will
face loan limits and have to live hand to mouth. Households’ total consumption could then
become more sensitive to interest rate adjustments as fewer households would be able to
even out their consumption effectively over time. This mechanism acts through the average
household’s ability to hold consumption steady, which could be limited if a large proportion
of all households are living ‘hand to mouth’.

Another mechanism that could make household’s total consumption more sensitive to
interest rates if indebtedness is high is what is known as the cashflow channel. In this case
too, this basically means that highly-indebted households may have a poorer ability to keep
their consumption steady, so that consumption among these households changes more
when their disposable income changes. The cashflow channel acts through the redistribution
of income between borrowers and lenders that arises when the interest rate changes. The
higher the average indebtedness is and the more there are households that have loans at
variable interest rates, the greater is the redistribution of incomes between households
that borrow money and households that lend money. For example, if the interest rate is
raised this will mean that greater amounts are redistributed from borrowing households
to lending households. Given that, compared with non-indebted households, indebted
households’ consumption changes more when their disposable incomes change, the effects
of the interest rate rise on total consumption will be greater when larger sums of money are
redistributed.

4.1.3 Households’ mortgage loans and the value of housing

Naturally, household consumption is also affected by the value of their assets. Two other
mechanisms that can make household consumption more interest-rate sensitive act through
housing. The first of these mechanisms, known as the loan collateral channel, is based on it
often being the value of housing that determines the magnitude of loans that the household
can raise in total. Most banks and other credit institutions set an upper limit, a ceiling, for the
size of the loans they are prepared to grant individual households. The level of this ceiling
generally depends on the size of the household’s income and the value of its assets. As the
most valuable asset a household owns is usually its home, it is often, in practice, precisely
the value of the home that determines how high the ceiling is.

If a household is highly indebted, its ability to raise further loans may be limited by this
loan ceiling, which is linked to the value of the home. Now, the thing is that interest rate
adjustments affect the value of housing via the capital cost linked to home ownership. On
an overall level, interest rate adjustments also affect the general level of demand in the
economy, which can also affect housing prices. If many households are limited by the loan
ceiling, adjustments of the interest rate may therefore have a greater effect on household
consumption. This is because they affect the value of households’ homes and thereby their
chances of raising further loans.

Another mechanism, which is closely related to the loan collateral channel but still differs
somewhat, concerns the relationship between the size of a household’s mortgage loan and
the value of the housing. If the housing is highly mortgaged, the household’s net wealth will
be affected more by a change in the housing price than if there is a small mortgage on it.
One way of putting it is that a household with a higher loan-to-value ratio has more leverage
against changes in the price of its home. Assume now that two different households have
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mortgages of different sizes and that their economic situations are otherwise equivalent,

so that the two households have about the same incomes and their respective homes are
worth about the same amount. The net wealth of the more heavily indebted household

will then change more, as a percentage, than the net wealth of the less heavily indebted
household at each given change of housing prices. If consumption is proportional to net
wealth, the leverage effect will mean that the more heavily indebted household will attempt
to achieve a greater percentage change in its consumption than the less heavily indebted
household. Even in this case, therefore, households’ total consumption can increase more if
the interest rate is adjusted when indebtedness among households is high.

4.1.4 Household debt and effects of interest rate adjustments

If high indebtedness among households makes consumption more sensitive to interest

rate adjustments, this naturally has consequences for monetary policy. A given interest

rate adjustment will then have a greater effect on household consumption in the short
term, which could mean that monetary policy has a greater impact on total demand in the
economy. Depending on the reasons for indebtedness being high, the risks inherent in large
changes to household consumption may simultaneously be higher.

Studies investigating how households’ indebtedness, and particularly their mortgages,
affect monetary policy have identified certain effects, even if the conclusions are not clear-
cut. Di Casola and Iversen (2019) show that households’ average gross debt affects the pass-
through of monetary policy in a modern macroeconomic model with indebted households
and binding loan limits. One important assumption here is that different households adjust
their consumption to different extents when the interest rate is adjusted: consumption
among households with limited access to credit is more sensitive to changes in disposable
income than that of other households. Another study by Calza et al. (2012) uses data
from about twenty advanced economies to analyse how changes in the policy rate affect
household consumption and other variables. They find that the effect of monetary policy
on consumption is greater in countries where variable rates are common for mortgages and
in countries where households can increase their borrowing when the value of their homes
increases. In contrast, they do not find that the effect is greater in countries where total
mortgage borrowing is large in relation to GDP, compared to countries with lower levels of
indebtedness.

Flodén et al. (2017) analyse data over Swedish households’ consumption and economic
assets and find support for the cashflow channel. When the policy rate is raised, it is
primarily highly-indebted households with mortgages at variable rates that cut back on
consumption. These results indicate that the effects of monetary policy on consumption are
strong if many households are highly indebted and have credit limits and if many households
have variable rate mortgages. However, it should be pointed out that Flodén et al. (2017) do
not study the total effect of adjustments to the policy rate on consumption; instead, their
results concern the cashflow channel and how its effects on consumption vary between
households with different types of characteristics.

Flodén et al. (2017) use an approach that, in many respects, resembles a previous
study of US and UK data conducted by Cloyne et al. (2016). The authors of this study find
that consumption expenditure is more sensitive to changes in the interest rate in those
households with mortgages, as against households owning unmortgaged homes. However,
they also find that the effects of a policy rate adjustment on household cashflows are small in
comparison with the size of the change in their consumption expenditure. One interpretation
of the results is that monetary policy primarily acts via household incomes and that the
effect on consumption is greatest among households with limited access to credit.

There is reason to mention one more study, Walentin (2014), who uses Swedish data
and a model in general equilibrium that includes a housing sector. Among other things, this
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study investigates how the monetary policy transmission mechanism is affected by many
households using their homes as collateral for their mortgages. Walentin (2014) finds that
the effects of the policy rate on consumption and other variables become stronger if a
household’s loans are large in relation to the value of its home, as the leverage effect then
affects the household’s net wealth more.

Taken together, the results of these different studies thus indicate that it is highly
indebted households with limited access to credit and households with variable mortgage
rates that change their consumption the most when the policy rate is adjusted. It is not
established, however, that a high average debt-to-income ratio would automatically involve
households' total consumption becoming more sensitive to interest rate adjustments. It is
also unclear how important the actual cashflow channel is. Monetary policy has an effect on
household consumption via several other channels, for example via household incomes and
via their net wealth. One reasonable conclusion is that the interest rate sensitivity of total
consumption depends on several different factors that are linked to household indebtedness,
in particular to mortgages. The matter of how many households have variable rate
mortgages is apparently one of the most important of these factors. Another factor, which is
also emphasised by Calza et al. (2012), concerns whether mortgage borrowers can increase
the mortgage on an existing property when housing prices rise.

If indebtedness is high and many mortgages are at variable rates, there is thus reason
to believe that total consumption will be affected more by changes to the policy rate than if
debts are lower and most mortgages have fixed rates. Monetary policy can then be assumed
to be more potent in the sense that an interest rate adjustment has a fairly large effect
on resource utilisation. Under such circumstances, the central bank can stabilise resource
utilisation and inflation by making comparatively small adjustments to the policy rate.

The combination of high indebtedness among households, credit limits and variable rates
for mortgages can also entail greater risks. The results discussed here indicate that many
households that are heavily indebted, and that have variable rate mortgages have relatively
little scope to counter larger changes to disposable income. For example, if the central bank
should need to raise the interest rate sharply to avoid a price and wage spiral, the most
heavily indebted households will thus risk being forced to make large adjustments to their
economies in a short time. This could involve them having to reduce their consumption
abruptly or more or less being forced to sell their homes. If many households are forced to
make large changes at the same time, there could also be additional negative consequences.
For example, fluctuations in housing prices risk being greater if many households sell their
homes approximately at the same time. In an adverse scenario, a significant number of
households could encounter difficulties in meeting payments on their loans and, in such a
situation, risks to financial stability will also arise.

4.2 High sovereign debt in many countries —

Sweden being an exception

After the global financial crisis, government bond yields have fallen to historically low levels
in several countries. The central banks’ policy rates are also low and, in some cases, negative.
In addition, the central banks have made comprehensive purchases of government bonds
to hold interest rates down and have announced low policy rates in the period ahead. Taken
together, the conditions for further monetary policy stimulation if economic activity declines
may therefore be limited. This has brought fiscal policy’s role in stabilising the economy into
focus.*®

One important precondition for fiscal policy stimulation to be effective is that households
and companies have a high level of confidence in fiscal policy. There are several factors that

39 See, for example Jansson (2018) and Lagerwall (2019).
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can increase confidence. One is a low and stable sovereign debt. Another is a low budget
deficit. One reason that the euro area introduced restrictions on both the sovereign debt,
no more than 60 per cent as a proportion of GDP, and the budget deficit, no more than
3 per cent as a proportion of GDP, is to prevent confidence in the countries’ fiscal policies
from being undermined. These restrictions thus mean that the euro area as a whole can
assure itself that fiscal policy in the various countries is being conducted responsibly. The
fiscal policy framework in Sweden also includes a number of budget policy targets: a surplus
target, a debt anchor, an expenditure ceiling and balanced local government finances. The
debt anchor was introduced in the budget year 2019 and is set at 35 per cent of GDP. The
debt anchor is a guideline for how large the consolidated gross debt can be over the medium
term.

The sovereign debt can vary greatly from country to country. Sweden stands out currently
by having a relatively low sovereign debt compared with many other countries. Figure 5
shows sovereign debt as a proportion of GDP in Sweden and the G7 countries since 1980.
In Sweden, the debt-to-GDP ratio has fallen steadily since the mid-1990s and is currently
just below 40 per cent as a proportion of GDP. Several other countries have experienced
the opposite development. Developments in Japan are particularly striking. Since the start
of the 1990s, the debt-to-GDP ratio has shown a rising trend, from just over 60 per cent to
almost 250 per cent at present. The United States also has a relatively high sovereign debt of
over 100 per cent as a proportion of GDP. Indebtedness in the euro area varies heavily from
country to country. Greece and Italy in particular stand out with their high sovereign debts.
Italy’s sovereign debt as a proportion of GDP is almost 140 per cent.

Figure 5. Sovereign debt in Sweden and the G7 countries
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4.2.1 Low government bond yields are increasing the scope for fiscal policy

Two factors that could affect fiscal policy’s room for manoeuvre are the interest rate that
the government pays for its debt (the government bond yield) and the growth rate of the
economy. This can be illustrated by the government’s budget constraint,

(1) B;=Bi1+rBi1— S,

where B denotes the stock of nominal government bonds, the government’s primary
surpluses, which is to say the difference between government expenditure and tax revenues,
and the government bond yield. The current debt is thus equivalent to the previous period’s
debt plus interest payments minus the primary surpluses. Dividing the budget constraint on
both sides by GDP gives us an expression for the sovereign debt’s share of GDP, b,
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1+r,

(2) bt = 1+ Ve

bey =S,

where y denotes GDP growth and s the primary surpluses’ share of GDP. From this
expression, we can derive an expression for the long-term primary surplus ratio as a function
of the long-term debt-to-GDP ratio,

S
@) st b,
where * denotes long-term values. The equation thus shows how the primary surpluses
relate to the sovereign debt over the long term, given long-term levels of the real interest
rate and the growth rate. Note that when the long-term real interest rate is lower than
growth, a positive debt-to-GDP ratio is linked to a negative primary surplus ratio. In other
words, the government can have a long-term deficit in its finances without the debt-to-GDP
ratio increasing.

The relationship in equation (3) can be illustrated by a few mathematical examples.
Assume that we have a long-term sovereign debt as a proportion of GDP in line with the debt
anchor of 35 per cent. Let us also assume that we have a long-term GDP growth of 2 per cent
and a long-term real interest rate close to the current level of around -2 per cent. A debt-to-
GDP ratio of 35 per cent would then be compatible with a primary deficit of 1.4 per cent as a
proportion of GDP. If the long-term real interest rate is changed, this affects the level of the
budget balance. Table 1 shows how an increase of the long-term real interest rate from -2
to 3 per cent affects the primary budget balance. With a long-term real interest rate of 3 per
cent, a primary surplus of 0.3 per cent as a percentage of GDP would be required to prevent
the debt-to-GDP ratio rising above 35 per cent.

Table 1. Primary budget balance for various real interest rates

Per cent
Long-term real interest rate Primary budget balance
-2.0 -1.4
-1.0 -1.0
0.0 -0.7
1.0 -0.3
2.0 0.0
3.0 0.3

Note. Primary budget balance is calculated as a percentage of GDP.
Source: The Riksbank

These examples provide a quantitative estimate of how changes in the long-term real
interest rate can affect the primary budget balance as a proportion of GDP, as long as the
debt-to-GDP ratio and long-term growth remain unchanged. In an environment in which

the long-term real interest rate is lower than growth, the conditions exist for conducting

an expansionary fiscal policy without the sovereign debt as a percentage of GDP rising. In
itself, this could be an argument for using fiscal policy more actively to counteract economic
slowdowns in a situation where monetary policy is restricted by the lower bound of the inte-
rest rate.”® At the same time, however, it should be borne in mind that the examples above
disregard various risks inherent in conducting an expansionary fiscal policy. For example, the
long-term values of the real interest rate and growth may be affected by the level of indeb-
tedness. Heavily rising debts may cause the long-term real interest rate to rise. High public
debt can also restrain growth. These may therefore give reason to be cautious about conduc-
ting an excessively expansionary fiscal policy.

40 See, for example, Blanchard (2019).
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We have seen that household indebtedness has reached record levels in Sweden.
This could be another reason to be cautious about an expansionary fiscal policy. If the
government’s indebtedness rises to excessively high levels when household indebtedness
is also high, it could be particularly costly for households. Not only would the costs of
households’ own debts rise, but taxes could also rise and transfers fall when the government
needs to fund a rising sovereign debt. There is thus reason to be particularly cautious with
the government’s finances in a situation when private indebtedness is high.*

5 The Phillips curve has flattened

The Phillips curve is a concept in economics that originally described the relationship
between nominal wage growth and unemployment.*> Subsequently, the term has been
expanded and can now contain a number of different definitions. The relationship is often
expressed in terms of inflation and some measure of resource utilisation, for example the
deviation of output from its long-term trend (the output gap). The prevailing opinion is that
the original relationship should be negative.*® This can be explained as follows. Assume that
unemployment falls. Companies then find it more difficult to recruit new employees, which
tends to push wages up and thereby the companies’ costs. The higher costs for companies
lead to higher prices for consumers. Inflation therefore rises too. The relationship between
inflation or nominal wage growth and unemployment therefore becomes negative.

Before the financial crisis, the correlation between nominal wage growth and
unemployment was negative in Swedish data; see Figure 6.** However, this relationship
changed in the period after the financial crisis. The negative correlation has not just become
flatter but even positive. In other words, lower unemployment is linked to lower wage
increases. The apparently weaker link between nominal wage growth and unemployment
is not only a Swedish phenomenon. A flattening of the Phillips curve can also be seen in the
euro area, the United States and the United Kingdom; see, for example, Cunliffe (2017).

Figure 6. Phillips curve prior to the financial crisis (blue line) and
after (red line)
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41 For further risks inherent in excessively high state indebtedness, see Boskin (2020) and Rogoff (2019).

42  See Phillips (1958), who, with the help of British data for the period 1861-1957, demonstrated a negative correlation
between nominal wage growth and unemployment.

43 However, the relationship between inflation and the output gap should be positive, as the correlation between
unemployment and the output gap is generally negative and the correlation between nominal wage growth and inflation is
positive.

44  See Jonsson and Theobald (2019) for an in-depth discussion of the relationship between wages and unemployment in the
Swedish data.
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For central banks, it is important to understand why the Phillips curve has become flatter,
as this could have implications for monetary policy. The economic literature has suggested
several reasons, but there is no consensus on what lies behind the flattening.

5.1 A successful inflation targeting policy may have flattened the

Phillips curve
It has long been known that changes in the Phillips curve as we measure it in the data may
be due to monetary policy; see, for example, Lucas (1976). One common explanation for the
rapid increase of inflation in the 1970s and 1980s is that monetary policy systematically tried
to utilise the Phillips curve to reduce unemployment. It was believed that an expansionary
monetary policy that caused inflation to rise would lead to lower unemployment in the
long term. But these attempts failed — except possible in the very short term — as inflation
expectations were adjusted upwards. The expansionary monetary policy therefore only led
to higher inflation, without unemployment falling significantly.

During the 1990s, many countries introduced inflation targeting. Sweden introduced
an inflation target of 2 per cent that formally started to apply in 1995. The inflation target
is intended to function as a guideline for household and corporate expectations of future
inflation. It makes price setting and wage formation easier, along with other economic
decisions.

In a recently published study, McLeay and Tenreyro (2018) show that it is not just
deficient monetary policy — like that conducted in the 1970s and 1980s — that can lead to a
flatter Phillips curve. Successful inflation targeting can also have this effect. In an economic
model, they show that, if monetary policy succeeds in stabilising inflation so that it is
constant at 2 per cent over time, the correlation between inflation and the output gap
becomes zero, regardless of how the output gap develops.* It can also affect the relationship
between nominal wage growth and unemployment. This relationship would probably also be
weakened as the variations in nominal wages would only be due to variations in real wages.

5.2 The Phillips curve is affected by shocks to supply and

demand
Another explanation for the flatter Phillips curve, which has some similarities to McLeay
and Tenreyro (2018), has been put forward by Ingves (2019) and Jonsson and Theobald
(2019). Just like McLeay and Tenreyro, they emphasise that the Phillips curve observed in
the data is not a structural relationship but a correlation between two economic variables.
However, unlike McLeay and Tenreyro, they emphasise that the reason for the flatter Phillips
curve may lie in changes to the shocks to which the economy is exposed. In a dynamic
and functioning market economy, changes of both short term and long term character
occurs all the time. Technological development progresses, the demographic composition
changes and households’ preferences change, to give a few examples. These changes affect
the correlation between economic variables such as that between nominal wage growth
and unemployment. We can illustrate this with two simulations from an economic model.
The first simulation shows how the Phillips curve is affected by shocks to labour force
participation. The second shows how it is affected by shocks to productivity.*

5.2.1 Example 1: How labour force participation shocks affect the Phillips curve
When the labour force participation rate increases, it becomes easier and cheaper for
companies to find new staff and vacancies are filled more quickly. But for those people

45 See also Adolfson and Séderstrém (2003).
46 These illustrative calculations are from Ingves (2019). See also Jonsson and Theobald (2019) for an in-depth description of
the assumptions and models forming the basis of the results of the calculations.
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entering the labour force, it will nevertheless take some time to seek and find a new job.
Unemployment may therefore increase, at least initially. When more people participate in
the labour force, competition for jobs also increases. This holds employees’ wage demands
and wages back. Increases in labour force participation thus mean that nominal wages fall
and unemployment rises, at least in the short term. Changes in labour force participation are
thus in line with the prevailing view that the relationship between nominal wage growth and
unemployment should be negative; see Figure 7a.

5.2.2 Example 2: How productivity shocks affect the Phillips curve

When productivity falls, companies’ production costs become higher. Companies are
therefore forced to raise prices to retain their profit margins. This reduces both demand

and output, which ultimately also increases unemployment. A fall in productivity leads

to lower real wages but, if prices rise faster than real wages falls, nominal wages will rise
anyway. Over the short term, falling productivity thus means that both nominal wages and
unemployment rise. In other words, the correlation between nominal wage growth and
unemployment is positive; see Figure 7b. This illustrates the importance of not making make
causal interpretations of correlations in the data. It is not the case that higher unemployment
causes higher nominal wages, but rather that falling productivity causes both higher nominal
wages and higher unemployment.

Figure 7. The Phillips curve when labour force participation and productivity changes
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5.3 Structural changes in the functioning of the economy
Another explanation of the flatter Phillips curve is based on structural changes in the
functioning of the economy, which is to say that household or corporate behaviour has
changed in some way.

5.3.1 Increasing globalisation and digitalisation
One common explanation for the flatter Phillips curve looks at the increasing globalisation
and digitalisation. Developments in information and communication technologies have been
very rapid in recent decades and have led to faster digitalisation in many sectors; see also
section 2.1. More and more working tasks have been automated and can be carried out
by smart robots. This applies to both routine tasks and more advanced ones. Digitalisation
also affects globalisation by facilitating trade and labour mobility as increasing numbers of
countries become more closely integrated.

Globalisation can affect the Phillips curve through several different channels. One
channel concerns international trade. Over the last 30—40 years, the increase of trade
has entailed better competition and thereby downward pressure on global price levels.
Import prices have therefore fallen in many countries. This has a direct dampening effect
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on consumer prices, as these prices also include prices for imported goods and services.

But there are also indirect effects. If cheaper import goods can replace domestic ones,

a substitution effect arises in which households consume cheaper import goods at the
expense of domestic goods. This increases the import share in consumer prices, which
dampens inflation even more. These effects are temporary, but globalisation should be seen
as an ongoing process that can dampen inflationary pressures over longer periods. If these
price-dampening effects are not then reflected in changed resource utilisation, it will have an
effect on the Phillips curve.

When trade increases, the exchange rate’s influence on consumer prices becomes
greater via effects from import prices. The exchange rate can therefore have a greater
impact on inflation. From a monetary policy perspective, this could create some problems,
as the development of the exchange rate is difficult to predict. The exchange rate is often
affected by factors that do not necessarily have to be related to domestic monetary policy.
For example, these could include monetary policy abroad, the economic outlook of different
competitor countries and the degree of impact from changes in the exchange rate on
inflation.

Another channel through which globalisation can affect the Phillips curve is linked to the
labour market. When the labour market becomes tighter, companies can respond by using
labour abroad, rather than raising wages. This can make inflation less sensitive to domestic
conditions; see Auer et al. (2017).

The increasing digitalisation can also affect inflation and the Phillips curve. Some sectors
and prices are affected more or less directly by digitalisation. Prices for goods such as mobile
telephones and computers are showing a falling trend as prices for processors and other
electronic components fall. The transition from physical to digital distribution is another
factor that is dampening prices, e.g., the music, film and newspaper industries.

The Internet and e-Commerce improve the matching between producers and consumers,
which should have a price-dampening effect. When an increasing amount of trade takes
place on the Internet, new markets also become opened up for companies, and consumers’
possible choices become greater. This leads to increased competition and, in many cases, to
lower prices. In addition, it becomes easier for customers to compare prices, which can push
prices down. There has certainly been a steady increase in e-Commerce in the 21st century,
but its share of the total retail trade is still relatively small in Sweden.

Like globalisation, digitalisation should only have temporary effects on inflation, which
should be possible to counteract with a more expansionary monetary policy. The effect of
digitalisation on inflation is difficult to measure and varies across different studies. According
to a study from the European Central Bank, the effects of the increased e-Commerce on
consumer prices has been small; see ECB (2015). The direct effect of cheaper information
technology on inflation has been negligible according to Charbonneau et al. (2017).

In addition, they show that digitalisation has not, as yet, made any impression on the
development of productivity. However, these conclusions have partly been challenged by
Glosbee and Klenow (2018), who show that price movements on the Internet are 1.3 per
cent lower per year than they are for the same goods categories in the CPI.

5.3.2 The Phillips curve may be non-linear

Unemployment in the United States and other countries increased heavily in connection
with the financial crisis. Unemployment also remained on high levels over a longer period,

at the same time as the rate of inflation only fell temporarily. This development surprised
many economists and the phenomenon has been given its own name in the literature:

the missing deflation. Some economists say that this was due to the long-term level of
unemployment also rising. The downward pressure on prices was thereby not as great as the
fall in unemployment indicated. However, this explanation turned out to be problematic, as
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unemployment eventually started to fall below what many economists deemed to be the
long-term level, at the same time as inflation remained stable.

Another explanation for the missing deflation is that the Phillips curve is non-linear
instead of linear, which is a common assumption. According to this explanatory model, high
unemployment has less effect on inflation than low unemployment. In addition, this non-
linearity does not become clear until inflation is very low. Note that, in his original article,
William Phillips suggested a highly non-linear relationship; see Phillips (1958). In a recently
published working paper, Gagnon and Collins (2019) show that wage rigidities may provide
one reason for the Phillips curve possibly being non-linear when inflationary outcomes are
low. The authors show that inflation and unemployment have probably been in the flat part
of the relationship over the last 20 years.

Lindé and Trabandt (2019) attempt to explain the missing deflation and the lack of
inflation after the financial crisis with a non-linear Phillips curve. They emphasise the
importance of non-linearity when companies set prices and wages at the same time as the
economy is being exposed to large shocks. They show that a non-linear macroeconomic
model with price and wage rigidities can explain the missing deflation, while the linear
version of the same model fails to do so. In addition, the non-linear model is in line with a
number of other relationships between various macroeconomic variables observed in post-
war US data.

5.4 What are the monetary policy implications of the different

explanatory models?
Empirical estimates indicate that the Phillips curve may have become flatter in Sweden and
other countries after the financial crisis, even if the uncertainty of these estimates is high.
Nominal wage growth, inflation and resource utilisation can be measured in different ways.
The Phillips curve can also be specified in different ways as regards inflation expectations,
the duration of inflation and the degree to which the relationship is linear. In addition, other
factors apart from resource utilisation can affect wages and inflation. All of this makes it
difficult to identify the relationship in the data. Bearing these reservations in mind —what are
the implications for monetary policy of a flatter Phillips curve?

If the flatter Phillips curve is due to monetary policy having succeeded so well in
stabilising inflation and inflation expectations that the relationship has disappeared in the
data, this is good news. Monetary policy has been effective and has reached its goal: low
and stable inflation. A similar conclusion can be reached if the flatter Phillips curve is due
to various changes having taken place that cannot be affected by monetary policy. Such
structural changes can affect the Phillips curve in different ways. As we have illustrated, some
can give rise to a negative relationship, while others can give rise to a positive relationship.
The changing relationship over time does not, therefore, itself have to be a sign that
monetary policy is not functioning as intended.

A flatter Phillips curve does not, therefore, have to have any monetary policy
consequences, but there are also arguments against such a conclusion. Monetary policy
is assumed to have strong effects on demand and smaller effects on supply. A change in
monetary policy would thus affect demand to a great extent, which, in turn, would affect
inflation. If the relationship between demand — which can be measured with different
measures of resource utilisation —and inflation or nominal wage growth has become weaker,
it may become more difficult for monetary policy to affect inflation through that channel.
Monetary policy would then have to create larger changes in demand to achieve the same
change as previously. If the Phillips curve also changes over time, it may be more difficult to
assess which effects monetary policy is actually having on inflation. One consequence could
therefore be that monetary policy should place greater importance on stabilising various
measures of resource utilisation, such as unemployment. Blanchard et al. (2015) show that
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this is the case in a model in which monetary policy follows a simple policy rule, known as
the Taylor rule. However, one consequence of placing greater importance on stabilising
resource utilisation may be that inflation deviates from the target over longer periods that
would otherwise have been the case.

6 Concluding remarks

In this article, we have described changes in a number of macroeconomic quantities and
relationships occurring since the financial crisis that will probably be significant for the
conditions for conducting monetary policy in the period ahead. We started by describing
and discussing the slowdown of productivity that had taken place in the OECD. After this,
we showed how the long-term real interest rate has fallen in advanced economies over a
number of decades. The downturn in real interest rates has probably been a contributory
reason behind the increase in both households’ and states’ indebtedness. However, Sweden
differs here from many other countries, as its sovereign debt has, in contrast, showed

a falling trend. Finally, we discussed the Phillips curve. In many parts of the world, this
relationship has weakened, which, among other things, may mean that higher activity and
rising resource utilisation in the economy may be linked to smaller than usual price increases.

Of all these changes in the macroeconomic environment, the downturn in the long-term
real interest rate is probably the change that has had the greatest implications for monetary
policy. This downturn has contributed to central bank policy rates being on historically low
levels and, in some cases, even negative. In many cases, policy rates are thus close to the
lower bound for how low they can be cut. This makes it more difficult to counteract future
recessions and may lead to more and longer periods with negative interest rates and low
inflation. In addition, since the financial crisis, several central banks have purchased large
amounts of government bonds to make monetary policy even more expansionary. The
balance sheets of these central banks are therefore at historically high levels.

The monetary policy tools may therefore be limited. However, scope remains to cut
policy rates a little more before they reach the lower bound. There is also scope to increase
government bond purchases. Central banks can also purchase other financial assets than
government bonds, for example mortgage bonds and corporate bonds. However, these
assets have higher risk than government securities and are normally only purchased when
an individual market is exposed to shocks and the pass-through of monetary policy is not
functioning normally. Another possibility for making monetary policy more expansionary is
‘forward guidance’, which is to say affecting expectations of future policy rates, for example
through communication. For example, the central bank could promise that the policy rate
will remain at the lower bound until economic activity stabilises and inflation reaches the
target.

So there are still opportunities to make monetary policy more expansionary. However,
in a deep economic downturn, it is possible that it will not be possible to make monetary
policy sufficiently expansionary. In such a situation, fiscal policy may have to take greater
responsibility for stabilisation policy — in addition to the effects of the automatic stabilisers.
The scope for Swedish fiscal policy looks good: Our public finances are in good shape,
interest rates on government borrowing are low and until recently, growth has been
relatively stable. Nevertheless, there is reason for caution. If central government debt
increases, it is households — which already have high debts of their own — that will have to
pay for this through higher taxes, lower public consumption or lower public transfers.
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