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APPROPRIATE CAPITAL RATIOS IN M AJOR SWEDISH BANKS —NEW PERSPECTIVES

A staff memo provides members of the Riksbank's staff with the opportunityto
publish slightlylonger qualified analyses of relevantissues. Itis a publication by staff
members thatis free of policy conclusions and individual standpoints on current policy
issues. Staffmemos areapproved by the Head of Department.

This staffmemo has been produced by members of staff fromthe Applied
Research and Modelling Division and the Financial Policy and Analysis Division of the
Riksbank’s Financial Stability Department. The Department’s responsibilities include
promoting the stability and efficiency of the payment system through oversight,
participation in regulatorywork and the dissemination of information, and otherwise
actingto preventrisksin thefinancial system.
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APPROPRIATE CAPITAL RATIOS IN M AJOR SWEDISH BANKS —NEW PERSPECTIVES

Summary!

In2011, the Riksbankpublished a study on appropriate capital ratios for Swedish banks, in
which the social benefit of higher capital ratios was weighed against possible social costs.
Several factors suggest thatthe social benefits of higher capital ratios for banks may have
been underestimated. Onereasonisthatprevious studies may have underestimated the
expected costof a crisis to society. The sluggish economicrecovery has shown that the
effects of the mostrecentglobal financial crisis have been serious andcreated greater social
costs, notleastinEurope, than studies have shown previously. In addition, earlier studies
may have overestimated the long-term social costs of higher capital ratios for banks. Several
new studies havealso concluded that higher capital ratios may be justified.

Inlight of this, the Riksbank has made new calculations of appropriate capital ratios,
which are presented inthis staff memo. We proceed from the same conceptual framework
as the Riksbank Study from 2011, but we now focus on the leverage ratio (equity to total
assets)instead of measures of risk-weighted capital. We also take into accountnew research
published since 2011. In our analysis, we balance the expected social costs of higher capital
ratios against the expected social benefit. The costis based on the possibility that higher
capital ratios may increase the banks’ funding costs. Ifbanks transfer these costs to their
borrowers then the level of GDP could be negatively affected. Nevertheless, this cost mustbe
weighed againstthe benefit of thereduced probability of banking crises when banks have
more capital as a buffer against large losses. Thisisvaluable as crises canbe very costly for
society.

Our calculationsindicate that higher capital ratios thanthose currently observed for the
major Swedish banks would have a limited social cost,atthesametimeas weassessthata
reduced riskof a Swedish financial crisis could be expected to generate a social benefit. Allin
all, this means thateven a relatively minorreduction in the probability of a crisis could be
enough to justify higher capital ratios thanthose thatthe banks currently have.

Depending on the assumptions made, the calculations provide supportfor an appropriate
capital level inrelation to total assets for major Swedish banks to be somewherein the
interval of 5 to 12 per cent. The calculations do however involve a large amount of
uncertainty.

1 We would like to thank Stephen G. Cecchetti, Ingo Fender, Reimo Juks, Daria Finocchiaro, Xin Zhang, Thomas Jansson, Jens Iversen,
Annukka Ristiniemi, Magnus Jonsson, Peter van Santen, Tomas Edlund and Yildiz Akkaya for comments on earlier drafts.
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Appropriate capital ratios in major Swedish banks
— new perspectives

In 2011, the Riksbank published a study on appropriate capital ratios for Swedish
banks. The study deemed an appropriate capital ratioto be between 10and 17
percent of risk-weighted assets. Atthe end of 2011, Swedish authorities decided
that the major Swedish banks were to have aminimum Common Equity Tier 1
(CET1) ratio of 12 percent of their risk-weighted assets.

Several factors suggest that previous studies of appropriate capital ratios may
have underestimated the social benefits of higher capital ratios. One reasoniis
that these studies may have underestimated the likely cost of a crisis to society.
The sluggish economicrecovery, notleastin Europe, has overtime shown that
the latestfinancial crisis has created large social costs. Moreover, countries with
well capitalised banks have been found to recoverbetteraftercrises (Jordaetal,
2017). In addition, previous studies, such as BCBS (2010), may have
overestimated the negative effect of increased capital ratios on banks’ funding
costs and ultimately the cost for companies to fund productive investment.
Several new studies, such as Dagheret al. (2016), Federal Reserve Bank of
Minneapolis (2016) and Firestone etal. (2017), find that high capital
requirements may be socially beneficial.

For Sweden, the negative effects of increased capital requirements have been
limited. Banks’ profitability has continued to be good and lending has continued
to be expansionary. For Swedish banks, higher capital requirements have
coincided withareduction of theirrisk weights and thereby alimited increasein
capitalinrelationtotheirtotal assets. This might be one reason for their
continued good profitability and strong lending. The use of internal methods to
calculate capital requirements has overtime led to lower risk weights, which
increases capital adequacy foragiven amount of capital. But, even though the
risk-weighted capital ratios have risen, the banks have probably notincreased
theirresilience to the same extent. In this study, we therefore focus on the
leverage ratioinstead of risk-weighted capital measures.

Against this backdrop, in this publication, we present new calculations of
appropriate capital ratios forthe major Swedish banks. The analysisis based on
the same conceptual framework as Sveriges Riksbank (2011) but considers new
researchinthe field since 2011. Based on the assumptions made inthe study,
the calculations finds an appropriate level forthe leverage ratio of major
Swedish bankstobe somewhereinthe interval of 5to 12 per cent. Because our
results are based in part on data froma periodin which there were norisk
weightsforSwedish banks assets, adirect translation of ourleverage ratio to
risk-weighted capital ratios is not straightforward tointerpret. The estimated
interval forthe leverage ratio would, translated using current risk weights, imply
a capital level inrelation to total assets of about 25-60 per cent of the major
Swedish banks’ risk-weighted assets.
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Why are capital requirements needed for banks?

The major Swedish banks fund their operations with a large share of debt compared with
other companiesthatobtain funding to a greater extent using equity. Chart 1 shows that
Swedish banks’ equity asa proportion of total assetsis low froma historical perspective.
Their equity currentlyamounts to aboutfive per cent of total assets.

Chart 1. Swedish banks’ equity as a share of total assets, 1870-2008
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Source: Hortlund (2005,2008)

For the banks’ shareholders, highleverage canprovide high returns on equity in good
times. The drawback is thatthe banks’ ability to handle largelosses deteriorates when equity
only constitutes a small part of the total funding. The higher thel everage, the riskier the
bank’s operations are —both for those funding the bank and forsociety as a whole.

Banks provideimportant functionsin the economyandifa single bankencounters
problems, itrisks causing extensive shocks intherest of the economy. In addition, the major
Swedish banks areinterconnected, partly because they own each others’ covered bonds and
areexposed to the samesectors, which means that problems inonebank risk spreading to
the others.

If a bank does not consider theindirectanddirect effects thatits risk-taking behaviour
may have on the economy, it may take excessively large risks from society’s perspective. This
follows fromthe bank notbearingthe full costwhen theriskittakesresults in a bad
outcome. The appropriate level of banks’ equity is therefore probably higher from society’s
perspectivethan fromthe banks’ own perspective.? Therefore, capital requirements aimed at
ensuringthatbanks hold a certainminimum level of equity may contribute to a more
efficientresourceallocation.34

Cost and benefit of higher capital levels

What constitutes anappropriate | evel of banks’ equity from society’s perspective can be
analysedin different ways. For example, stress tests can be performed to assess what capital

2 Sveriges Riksbank (2011).

3 For a more detailed discussion of the purpose and functions of capital adequacy, see Berger et al. (1995).

4 Capital requirements can be designed in many ways, including different combinations of minimum requirements and buffers. How
capital requirements should be designed is beyond the scope of this staff memo.



6

STAFF MEMO

ratios areappropriatein order forthe bank to be ableto withstand different types of shock.
In this study, we haveinsteadapproached the questionin the samespiritastheBasel
Committee’s Long-term Economiclmpact Study from 2010 and the Riksbank study
Appropriate capital ratios in major Swedish banks from 2011, hereinafter referred to as BCBS
(2010) and Sveriges Riksbank (2011) res pectively. These two studies use a conceptual
framework where any expected social costs of higher capital ratios are weighed against the
expected social benefit.

The social costis dueto the factthathigher capital ratios can increase banks’ funding
costs. Ifthisisthecaseand banks passon the costincreaseto their customers, itwill become
more expensiveto borrow from banks, which can lead to reduced investmentand lower
GDP.

The social benefit comes fromthe reduced probability of a banking crisis if banks hold
more equity thatcan constitute a buffer in the event of major unexpected losses. Thisis of
greatvalueasbanking crises can bevery costly for society.

The difference between the costand the benefit gives us the social net benefit. By
calculating costand benefit atgradually higher capital ratios, we can forman opinion on how
the marginal social net benefitdevelops, i.e. how the net benefitchanges if weadd more
equity atdifferentlevels of the capital ratio. The conceptual framework is summarized in
Table1.

Table 1. Conceptual framework
Social costand benefit of higher capital ratios for banks
(-) Cost

More equity can increase banks’ funding costs -> More expensive to borrow from banks - Lower GDP

(+) Benefit

More equity reduces the probability of a financial crisis

Afinancial crisis is costly for society

(=) Net benefit forsociety

Source: Own example based on Table 1 in Fender and Lewrick (2016)

When the capital ratioisincreased, the net benefitfrom further increases gradually
declines. Atsome level the probability of a crisis no longer decreases enough to offset the
costs thatmay result fromfurther increases in the capital ratio. As long as a furtherincrease
provides abenefitthatisatleastaslargeasthecosts, raising the capital ratio is justified in
terms of the net benefit. The question we ask ourselves is atwhatlevel the social costs would
outweigh the social benefit of a further increase in capital ratios.

Our calculations focus on equity in relationto total assets, i.e. whatin a regulatory context
is referred to as a bank’s leverage ratio. The Basel Committee has agreed on a measure of the
leverageratiothatrelatesa bank’s Tier 1 capital toits exposures. Calculating a bank’s
exposures involves items both on and off the balance sheet. Due to the lack of historical data
for this measurewedo notuseitfor our calculations. Instead we focus on thebook value of
capital inrelationto total assets on the balance sheet. For the major Swedish banks these
two different measures currently differonly marginally. Several previous studies, such as
BCBS (2010) and Sveriges Riksbank (2011), focus on capital inrelationto risk-weighted assets
rather than theleverageratio. However, Swedish banks’ risk weights have changed relatively
quickly making the studies above difficultto interpret. Chart 2 shows thatthe banks hold far
more equity in relationto their risk-weighted assets than previously. Atthe sametime, their
equity as a share of total assets has hardly increased atall. Thereasonfor thisis thatthe
major banks havereduced theirrisk weights considerable in recent years. This suggests that
banks probably have notincreased theirresilienceto the same extentas the risk-weighted
capital ratio has.®

5 See Sveriges Riksbank (2015), Finansinspektionen (2014).
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Chart 2. Capital ratios in Swedish banks, 2009-2016
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Inthe nextsection, we providea brief description of how the cost and benefit of higher
capital ratios can be calculated. The calculations are presented in more detail in Appendices
A-E. First, weanalysethesocial costand then the social benefit. After that, we weigh the cost
againstthe benefitatdifferent capital ratios.

Equity is more expensive than debt but makes banks less risky

Inthis section, we analyse whether higher capital ratios increase the costof creditand, if
so,howlargesuchan effect may be. Equity is usually a more expensive form of funding than
debt. This isbecause equity is normally riskier.6 However, itis not self-evident thatthe bank’s
total funding costs will increase if the proportion of equity to total assets increases.

The so-called Modigliani-Miller theorem says that, under certainassumptions, a
company’s total funding costis not affected by how it mixes equity and debt to financeitself
(Modigliani and Miller, 1958). However, in practice, there are a number of frictions linked to a
bank’s funding that give reason to believe that the Modigliani-Miller theorem does not fully
hold. Two central examples are briefly described below. For a more detailed discussion, see
Appendix A.

Taxes arean example of frictions that could affect a bank’s funding costs when the
percentage of equity to total assets increases. The Swedish taxsystemallows tax relief for
interest paymentexpenses but notfor dividends to shareholders. When debtis replaced with
equity, the bank foregoes a tax deduction corresponding to the interest expenditure for the
debt multiplied by the corporate tax rate. But, as wearetalking about relatively small
increases of the bank’s equity here, this only has a limited effect on a bank’s funding cost. Ifa
bankincreasesits equity to total assets by one percentage point(i.e. debt decreases by the
sameamount), itwill forego a tax advantage corresponding to about0.01 per cent, or one

6 Shareholder return is not predetermined butdepends on how much & leftafter the firm's lenders have received their agreed
compensation. This could be said to applyboth to currentreturns and in the event of bankruptcies. Itis then reasonable to expect equity
investors to demand a higher expected return than the return on debt, in compensation for the higher risk.

7
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basis point, of the bank's total funding costs.” In addition, we can also note that, even if debt
is treated morefavourablyin thetax code, thisis notnecessarily justified on economic
grounds and can distort companies’ funding decisions (SOU 2014:40; IMF, 2009). To the
extent that capital requirements counteract distortions in the economy, the social cost of
more capital can thereby be expected to be lower than the private cost for the banks.

Another relevantexample of frictionsis state guarantees, for examplein theformofa
depositguarantee or the market’s expectationthatthe governmentwill protect the banks’
lenders if the bank encounters problems. Such frictions can make debt funding cheaper than
itwould otherwise have been. Here, the distinction between private costs and social costsis
particularlyimportant. If the deposit guarantee or expectations of governmentintervention
lead the banks to take greater risks than they otherwise wouldhave, it may bes ocially
desirableto havea capital requirementthat limits risk taking. In this case too, the social cost
may therefore be assumed to belower than the private cost —or, even, to comprise a benefit
andnota costatall.

When a bankincreases the percentage of equity, since equity isa more expensive form of
funding than debt, onewould expectanincreasein the bank’s funding cost. At the same
time, since more equity constitutes a larger buffer againstlosses, the bank becomes less risky
fromaninvestor perspective and therefore the cost of financing with debtand equity
decreases forthe bank. 8 This effect, which is known as the Modigliani-Miller offset, thus to
some extent counteracts the costincreasethathaving a larger share of equity entails.

Table 2 summarises the Modigliani-Miller offset froma number of studies. As shown in
the table, estimations of this Modigliani-Miller offset arerelatively large. An estimated effect
of, for example, 40 per cent means that the estimated increaseinbanks’ funding costsis 40
per cent lower than whatwould have been expected in the absence of this offsetting effect.

Table 2. Examples of studies finding a Modigliani-Miller offset

Study Countries Period ﬁ:ti:::::fg:::}:;d fan-
ECB (2011) 54 global banks 1995-2011 41-73

Junge and Kugler 2012) | Switzerland 1999-2010 64

Miles et al. (2013) United Kingdom 1997-2010 45-90

Shin (2014) 105 banks in devel oped economies | 1994-2012 46

Toader(2014) European banks 1997-2011 42

Brooke etal. (2015) United Kingdom 1997-2014 53

Clarketal. (2015) USA 1996-2012 43-100

Note. The calculated effect in column 4 states to what extent the costof higher capital requirements is counteracted by the so called
Modigliani-Miller offset. This offset causes banks’ funding costs to increase less than what would otherwise have been observed. See
Appendix A for a more detailed description of the table.

Although thereis some Modigliani-Miller offset, higher capital ratios typically giveriseto a
costincreasefor the banks. The next question is to what extent this costis passed on to the
banks’ customers. In Table 3 below, we presentan overview of international research that
studies the extentto which higher capital ratios affect banks’ lending rates.® The studies
examinea variety of countries during different time periods.

7 If we assume that the interest rate for debt funding is 5 per cent and that the corporate tax rate is 22 per cent, the tax effect of one
percentage point of debt being replaced by one percentage point of equity corresponds to a cost increase for the bankof0.05 x0.22 x
0.01 =about 0.01% or justover one basis point. See also Hanson et al. (2011), who obtain similar results for banks in the United States.
8 In the long run, this applies for both debt financing and equity. A party lending to a bank runs a greater risk of notgetting the entire
amount back if the bank holds a small proportion of equity. And a lower capital ratio in a bank means that, all else being eq ual, the
bank's equity becomes more risky, as the value of equity then varies more over time and the risk of bankruptcy increases.

9 The literature often refers to the effect on the lending spread. Forsimplicity, refer to the effect on lending rates.
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Table 3. Studies estimating the extent to which the banks increase their lending rates if they increase equitytototal
assets by one percentage point

Study Countries Period :_2::?;::; e
BCBS (2010) Selectionof OECD | 44993 5097 26
countries
Junge and Kugler (2013) Switzerland 1999-2010 0.7
Miles, Yang and Marcheggiano (2013) United Kingdom 1997-2010 1.2
Bank of England (2015) United Kingdom 1997-2014 25
Elliot (2009) USA 20
Kashyap, Steinand Hanson (2011) United States 1976-2008 3.5
Bakerand Wurgler (2013) United States 1971-2011 8.5
Cosimano and Hakura (2011) Global 2001-2009 12
King (2010) iiLencttLZ';OfOECD 1993-2007 30
Slovikand Cournede (2011) Selection of OECD 2004-2006 32
countries
De Resende, Dib and Perevalov (2010) Canada 2.5
Corbae and D’Erasmo (2014) United States 50
Kisinand Manela (2016) United States 2002-2007 0.3
Mean value 16.3

Note. To make a comparison between the studies easier, we make two simplified assumptions. Firstly, we translate the measure of risk-
weighted capital to the leverage ratio on the basis of the assumption that the average risk weight is 50 per cent, whichis to say that the
risk-weighted assets amountto half of total assets.® Secondly, we rescale the estimated effect in each study to the effect of anincrease
in equity of one percentage point inrelation to total assets. We assume then that the effect is proportional, which is to say that the
effect of, for example, raising the capital ratio by two percentage points can be assumed to be twice as large as the effect of raising it by
one percentage point. See Appendix A for a more detailed description of the table.

This research overview indicates thatthe banks' lending rates may be expected to
increaseifbanksareforced to hold a higher proportion of equity, but the effectis modest.
The studies in thetableabove suggest that, if banks increase their equity to total assets by
one percentage point,lending rates can be expected to increase by about 16 basis points or
0.16 percentage points, on average. Part of the estimated effects in thetableabove may
seem highin the context of the Swedish banking sector. Arough estimate shows that, all else
being equal, Swedish majorbanks’ average funding cost would increase by about 10-12 basis
points if they wereto replace one percentage point of debt with equity.1! However, since
banks’ assets also consist of other assets than loans, lending rates mustincrease morethan
the amountsuggested by the calculations above if theincreasein funding costsis assumed to
be passed alongentirely inthe form of increased rates on loans. See for example Firestone et
al.(2017).1n addition, manyofthestudies abovealso includeindirect effects, e.g.impaired
competitiveness between banks. Itisan open question to whatextent such indirect effects
may be relevant for Sweden. All in all, welet the average of 16 basis points constitute our
bestassessment, butitcannotberuled outthatthis overestimates the magnitude of the
effect for Sweden. Itshouldalso be remembered that the question weareactually asking is
notwhether higher capital ratios increase the cost of borrowing fromthe banks’ perspective,
butwhat the effects could be for the economy as a whole. Companies wishing to fund
productiveinvestment couldalso be expected to borrow from other financial institutions, or
to fund themselves with equity to a greater extent.1? For both of these reasons, the effect on
the costof fundinginvestments is expected to be lower than the effect on the banks’ funding
costs.

10 Actual risk weights differ from country to country. Our assumption of 50 per cent is higher than the major Swedish banks’ risk weights,
which are about 20-25 per cent, but is in line with what can be observed in other countries —Swedish risk weights are low from an
international perspective. Our assessment is that the assumption of an average risk weight of 50 per cent means that, while we over- or
underestimate the effects in individual studies, onthe whole, we are in the rightballpark.

11 For example, if the capital costamounts to 12 per cent and 2 per cent for equityand debt respectively, and if the corporate tax rate
amounts to 22 per cent, the average capital costincreases by justover 0.1 per cent, or 10 basis points, if borrowed capital is replaced by
equity to an extent corresponding to 1 per cent of total assets. This example does notrefer to any specific bank or specific period.

12 |n this studywe do not assess to what extent this can be expected to occur.

9
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Banks’ capital ratios can affect lending for investment

In the previous section, we noted that higher capital ratios can have some effect on
banks’ funding costs and thatthey might pass on thecostto their customers. Ifthis occurs, it
will become more expensive to borrow from banks, which may resultin a lower GDP levelin
the longterm. Put simply, a greater capital costin the economy can mean thatsome
investments thatwere previously profitable cease to be so dueto the higher capital cost.
Lower investments reduce the capital stock in thelongrun andthus, thelevel of production
intheeconomy becomes lower.

To forman opinion on how large this GDP effect might be, we use the Riksbank's RAMSES
macroeconomic model as well as a macroeconomic model that more explicitly considers the
banking sector. Ourcalculations focus on how the economy is affected inthelong term.

The macroeconomic model with a banking sector is taken from lacoviello (2015) and
calibrated to Swedish conditions. The model contains a capital requirement for banks, making
itparticularly appropriate for our purposes. To evaluate the effects of a higher capital
requirement, we can changethevalue of the capital requirementin the model and study the
effects on GDP. In line with many other studies, we disregard the short-term effects and
focus on the effect of when the economy has attained a new equilibrium.

The strength of the RAMSES model in this contextisthatitis particularly well suited to
study the Swedish economy.13 However, thereis no explicit capital requirementin the model
itself. Instead, the effect of higher capital requirements is calculated indirectly in two steps. In
the firststep, the effect on the banks’ lending ratesis estimated given an increasein the
capital ratio of one percentage point. Here, we usethe meanvaluein Table 3 above,i.e. 16
basis points. In the second step, weincreasethe lending rate!* in RAMSES to study the
macroeconomic effectsin thelongterm. For a moredetailed description of the calculations,
see Appendix B.

Table4 shows thatthetwo approaches provide approximately thesameresults. Ifwe
increasethe capital ratio by one percentage pointin relation to total assets, itis estimated in
both cases to leadto a marginally lower GDP level in thelongterm (0.13 and0.09 per cent
respectively). Both models have differentadvantages and disadvantages. We thereforeletan
average of the estimations constitute our bestassessment of the effect size, whichisa
common way of dealing with model uncertainty.

Table 4. Long-term effect on GDP of higher capital requirements
Effect on the level of GDP of increasing the capital requirement by 1 percentage point in relation to total assets

Model Experiment Effect on GDP level inthe long term
(per cent)
lacoviello (2015) Inc.rease of capital requirement by 1 percentage 013
point
RAMSES Lending rate increases by 16 basis points -0.09
Mean value -0.11

Note. See Appendix B for a more detailed description of the table.

The estimationsin thetableaboveindicate thatcapital requirements are only expected to
havea limited effecton thelong-term GDP level. In Appendix B, we compare our findings to
similarresults obtained for other countries in studies using a variety of methods.

Crises lead to large costs for society

Banking crises, and financial crises more generally, are very costly for the economy. It may
therefore bring considerable social benefitsifbanks strengthen theirresilienceto crises by
holdingalarger proportionof equity.

13 For a more detailed description of RAMSES, see Adolfsonet al., 2013.
14 Expressed more precisely it is a loan margin butfor the sake of simplicity we refer to it as the lending rate.
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A growing body of research seeks to estimate the social cost of a financial crisis based on
historical experience. Based on more extensive analysispresented inAppendixC, we provide
a brief accountof thisresearchhere. Then we make an overall assessment of whata banking
crisis would cost Sweden today.1>

Itis customaryintheresearch to focus on the effects on outputin theeconomy,i.e.the
GDP |level. But we should remember thatthe GDP effect of a crisis does notcaptureall
aspects of how a crisis affects society. Acrisis impacts households and companies to a varying
extent. For example, some companies go bankrupt while others survive, or someindividuals
losetheir jobwhen unemploymentrises. For thoseindividuals most affected ina crisis, the
effects can bevery long-lasting. For example, theirlong-term chances on the labour market
may deteriorateas aresult of a protracted period of unemployment during thecrisis, or
becausetheir company goes bankrupt. The effects of financial crises may also be borneto a
larger extent by smaller parts of a country’s population, which is why the welfare effects can
be significantly greater thanisindicated by the GDP effect. This can alsocontributeto long-
term politicaleffects with further negative consequences forsociety (Bromhead etal., 2009).

Inthe restof the analysis, weignorethese aspects of crises, however, and concentrate on
the effect on output, i.e.the level of GDP. The measure we focus onisthe presentvalue of
the future GDP level beinglower than whatwould have been the case withoutthecrisis. We
refer to this astheaccumulated cost of a crisis.

The estimates of the accumulated GDP effect of a crisis differ considerably. Thelarge
variation reflects different historical experiences, different definitions of a crisis and different
assumptions about the effectin the long term. Regarding the long-term effect, itis of key
importance whether one assumes that the effect of a crisis is permanent or temporary. There
is noconsensus on thisinacademicliterature, with both assumptions being common.

Figure 1 below shows two hypothetical examples of how GDP can developbefore, during
and after a crisis. In the firstexample, the effects of the crisis on GDP aretemporary. In other
words, the economy grows more quickly after the crisis than thelong-termtrend and hence
returns to the original growth path. In thesecond example, thelong-term growth rateis
unaffected, butthe economy does not regainthefallin GDP duringthecrisisasa resultofan
initial period of higher growth. Instead of the original growth path, theeconomy ends upona
parallel butlower growth path and outputremains lower every single year compared to what
itwould have been withoutthecrisis.

Figure 1. Two outlines of the effect of a crisis
Level of GDP

GDP

—Trend ——Trend
===Trend after crisis

11

Crisis Time Crisis

Source: Based loosely on BCBS (2010)

151t can’t be ruled out that banks’ capital ratios also affectthe cost of a crisis. This is not incorporated in our analysis, where bank equity
is assumed to only affect the probability of a crisis occurring.

Time
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In both cases, asocial costof thecrisisis generated for aslongasthelevel of GDP is below
the originalgrowth path.Butin thefirstexample, no further costs occuronce theeconomy
has completely recovered. In the second example, an additional costisincurred every year
after the crisis, astheeconomy does notreach the old path. Thecrisisthereforeinvolves an
interruption to economicdevelopmentthatis never recuperated.

The presentvalue cost of thecrisis, seen fromthe pointin time when the crisis breaks
out, is represented by theshaded areaineach figure respectivelydiscounted at a suitable
discountrate. Thefactthatfuture costs arediscounted reflects the perception that costs
further aheadintimeareless burdensomethan costs thatarecloseto the present —or, put
another way, that peopletend to value consumption today slightly higher thanconsumption
tomorrow.

Table 5 summarises thefindings froma number of studies that have tried to estimate the
accumulated cost of a crisis. As shown in thetable, the estimated mean value of the s ocial
costof a crisisstretches from just over 8 to more than 300 per centof GDP.1® One reason for
the relativelylargespread in the estimates is thatthe time perspective differs between the
studies. Most of them calculate an accumulated cost over time, butsomeonlylookatthe
effect during a few years following the onset of the crisis. Ball (2014), for instance, refers to
the effect over a singleyear whereas others, suchas Boyd etal (2005), also contain
calculations of the discounted present value of the accumulated cost with an infinite horizon.

Table 5. Social cost of financial crises

Per cent of GDP
Social cost Assumption regarding
Study long-tem effect on GDP
Mean value Min Max level
Hoggarth et al. (2002) 16 0 122 Temporary
Laevenand Valencia (2008) | 20 0 123 Temporary
Haugh etal. (2009) 21 10 40 Temporary
Cecchettiet al. (2009) 18 0 129 Temporary
Boyd etal. (2005)" 97 0 194 Temporary
Boyd etal. (2005)* 302 0 1041 Permanent
BCBS (2010)" 19 0 130 Temporary
BCBS (2010)™ 145 0 1041 Permanent
Haldane (2010) 268 90 500 Permanent
Ball (2014) " 8.4 0 35 Temporary
Ball (2014) ™ 180 0 1035 Permanent

Note. The time perspective differs among the various studies. In most of the studies above, the effect refers to the present value of the
accumulated cost, expressed as a percentage of GDP. A few of the studies calculate the accumulated cost over justa small number of
years. Ball (2014) refers to the effect over a single year. In addition, the studies make different assumptions as to whether the effects of a
crisis are temporary or permanent. Studies that include estimates with both temporary and permanent effects are marked with * or ™
depending on which assumption is made. See Appendix C for a more detailed description of the table.

Sinceour study refers to capital ratios of Swedishbanks, we are primarilyinterested in the
expected cost of a banking crisis in Sweden. Thereis reason to expecta banking crisis to have
relativelylarge negative consequences for the Swedisheconomy. In Sweden, banks havea
major rolein mediating credit to both households and companies. Mortgages are not
securitised as they arein the United States for example, and the corporate sector funds itself
to a greater extentvia the banks rather than by issuing corporate bonds. Partly as a result of
this, theSwedish banking systemis largein relation to the size of the economy. In addition, it
is concentrated andinterconnected. Furthermore, the major banks havea high proportion of
wholesalefunding, a large part of whichisin foreigncurrency. Allin all, this makes the

16 These estimations are from studies that differ with regard to methodology, crisis definitions, time horizon and what countries are
studied.
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banking system sensitive to shocks and means thata banking crisis could have significantly
negativesocial effects.

To give us a rough picture of the conceivable effects of a Swedishbanking crisis, we use
the estimated cost of the Swedish banking crisisin the early1990s. There are factors
indicating thatthe effect could be both smaller and greater today, compared with the 1990s.
Onthe one hand, Sweden now has a floating exchangerate, strong public finances and has
implemented extensive structural reforms since the 1990s which have probably strengthened
the resilience of theeconomy to crises. On the other hand, the banking sector is far biggerin
relation to GDP now, about 350 per centtoday compared with about 100 per centatthe
beginning of the 1990s.

An additional factorto consider is the resolution framework, the intention of which is to
take careof banks thateither havefailed or arecloseto failure. Oneaim of theframework is
to provide better conditions for managing problems ina single bank by converting some debt
into equity. However, the resolution framework is as yet untested and not until the next crisis
will webeableto gain a clearer picture of the extent to which itcanalleviate the effects of a
banking crisis.

Boyd et al. (2005) estimate the cost of the Swedish 1990s crisis, expressed as the present
value of a lower future GDP level, to be between 101 and 257 per cent of GDP. The lower
figure stems from the assumption that the effects of the crisis are temporary, whilethe
higher figure assumes that the effects are permanent. Itis not obvious whichof these
estimates provides better guidance on how largethe cost will be of a future Swedish crisis. As
a resultofthisuncertainty andin line with how other studies have managed this uncertainty,
we assessthatanaverage of thetwo estimates could be a possible cost of a crisis in Sweden.
This gives us a figure of 180 per cent of GDP, calculated as the presentvalue of the GDP loss
over time.

Table 6. Social cost of a Swedish financial crisis

Per cent of GDP
Source Cost in percent of GDP | Notes
The Swedish financial crisis 1990-1994
Boyd etal. (2005), 101 Assuming temporary effect on GDP level
Boyd etal. (2005), 257 Assuming permanent effect on GDP level
Mean value 180
International average
Fender and Lewrick (2015) 100
Ball (2014) 180 :;Zsfg::v \;?cllgt(ezcoallgt;latlon made by Fender

Note. The social cost refers to the presentvalue of the accumulated GDP loss as a result of a financial crisis. See Appendix C for a more
detailed description of the table.

The assessmentthata Swedishcrisiscanbe expected to cost 180 per centof GDPis
slightly higher thantheinternational average of 100 per cent calculated by Fender and
Lewrick (2015). Butthereare circumstances that suggestthatthe effects of a banking crisisin
Sweden would be greater than theinternational average, for example the Swedish banking
sector’s sizeandstructure. Acostof 180 per centcan alsobe putin relation to the estimated
costofthelatestfinancial crisis according to Ball (2014), who estimates that the financial
crisishasresultedina 8.4 per centlower GDP |level on average among OECD countries. If we
assumethe effectto be permanentand calculatethe presentvalue of this, the cost of a crisis
will be 180 per cent (see Fender and Lewrick, 2015), i.e.a costthatis equivalentto our
assessment for Sweden.

Equity reduces the probability of a crisis

As we stated above, the probability of a banking crisis decreases if banks have more
equity that can constitute a buffer inthe event of major unexpected losses. Thisis of great
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valueas bankingcrises can bevery costlyfor society. The nextstep is therefore to work out
how much the probability of a banking crisis decreases if the capital ratioinbanks is raised. To
do this, we usetwo different models. Thefirstis astandard model for creditrisk, the so called
Merton Model (“Model 1”). The second is based on banks’ historical losses in order to
estimatethe probability of reallylargelosses (“Model 2”). Here, we provide a brief
description of our calculations. More detailed descriptions of the models canbefoundin
Appendix D (Model 1) and Appendix E (Model 2).

The two models differ butare based on thesame general idea. Banks have assets, the
value of which varies over time. If thevalue of a bank’s assets falls below a certain level, the
bank mayfaceserious problems asthereis aconsiderablerisk thatit will not be possible to
repay liabilities with the value of the assets. Regardless of where we set the critical level at
which banks encounter problems, a higher proportion of equity initiallymeans that the bank
has a greater marginto thecritical level. Thereis thereforeless of a risk that the bank will
encounter problems. Thegeneralideaisillustrated in Figure 2 below.

Figure 2. An illustration of a credit risk model
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Source: The Riksbank

An importantassumptionisatwhich critical level banks can be expected to encounter
serious problems. Abank canbeconsidered insolventifthevalue of its assetsis lower than its
liabilities. However, historical experience suggests that banks can have serious problems even
when they arestill solvent. Bank regulations reflect this by setting minimum requirements for
banks’ capital adequacy. For instance, banks can have problems with their liquidity as a result
of a bank’s debtfalling duefor paymentbeforeithasrecuperated the moneyithas lent. The
bank mustthereforerenew its funding several times during theloans’ maturity period. If
investors question the bank’s ability to repay on any of these occasions, the bank may be
forced to obtain funding ata highercostor mightnotbeableto renewthe fundingatall. As a
result, the bank risks becomingilliquid. This can, in turn, mean thatthebankisforced to sell
assets quicklywhich can press down theassets’ marketvalue. As banks to a large extentare
exposed to the sametype of assets, other banks’ balance sheets may alsobe weakened. This
can exacerbatethe negative spiral, a so-called fire sale problem (Schleifer and Vishny, 2011).

Arelevantcritical level of equity to consider isif a bank has disposed of large parts of its
capital buffersand violates, or is close to violating, existing capital requirements. The bank
then riskslosingits license and may have difficulty to obtain funding, or couldbe putinto
resolution. Thereare no general regulations governing the level atwhich banks are putinto
resolution. In this study, we simplyassume thatthecritical level is 1.5 per cent of total assets.
This assumption is notto beseen as aninterpretation of the supervisoryauthorities’ criteria.
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In addition, we alsoestimate Model 2 usinga critical level of three per cent.}” Wealso test, as
inthedescription above, a critical level of 0 per cent, i.e., when the bankis insolventsothat
its assets are not worth morethanits liabilities.

When we show how higher capital ratios are expected to affect the probability of a
banking crisis, itisimportant to remember that the s ocial costs of a banking crisisare not
necessarily uniquely connected to a bank becominginsolvent. Banks that, for example, lose
some of their equity canprioritise restoring their capital ratios by quickly reducing their
lending or sharplyincreasing their loan margins. In both cases, the bank’s actions risk
subduing both investmentand consumption, thereby exacerbating the economic downturn.
Countries with well capitalised banks tend to cope better with crises (Jordaetal,2017). One
explanation for thisis that the transmission of monetary policy is likely to work better if banks
have higher capital ratios (Gambacorta and Shin, 2016). These factors suggestthatitcan be
relevantto considerhigher levels for capital than those calculated in this study.

Model 1 — standard model for credit risk

The firstmodel we use to estimate how the probability of a banking crisis decreases if we
increasethecapital ratioinbanks (Model 1) is a standard model forcreditrisk based on
Merton (1974). Thestarting pointisthata higher proportionof equity gives thebank a
greater margin for variations inthe marketvalue of the bank’s assets beforeitapproaches or
falls below a certain critical level. The variation in the market value of a company’s assets,
known as volatility, cannot be observed in manycases. The model deals with this by using
equity volatility, which can be estimated if a company's shares aretraded on a stock
exchange, toinfer assetvalue volatility as priced by the market.

The Merton model is based on a number of simplifying assumptions, and therefore has
certain limitations.'® One of these limitations is that the model needs to be estimated from
historical equity volatility andthat data only captures the four major Swedish banks for the
period of 1997-2016.1° This risks underestimating the long-term probability of a banking crisis
for atleasttwo reasons. Firstly, volatility varies over time, and itis farfromcertain that
historical volatility is a good indication of volatility inthe future. If future volatility is higher
than the averagefor the period studied, the model will underestimate the probability of a
banking crisis. Secondly, the period studied does not cover the most serious banking crises
that Sweden has experienced, including the banking crisis in the early 1990s. Both these
factors suggest thatthe model probablyunderestimates the probability of a crisis.

The higher thevolatility, the greater the probability of a banking crisis asan asset value
with larger variationruns a greater risk of being below a critical level atsome pointinthe
future. To illustrate the effect different levels of volatility have on the computed probability of
a banking crisis, the model is estimated for three plausible and historically observed levels of
volatility: average, highand very high.2° The model cannot predict whichlevel provides the
bestguide for futurevolatility. Nevertheless, we note that the time period that we study has
been largely characterised by moderate levels of volatility, but that the volatility in the future
could very wellturn outto be even higher.

To make a connection between the probability of a single bank encountering problems
and the probability of a banking crisis breaking out, we assumethata banking crisis breaks
outif for any one of the four major banks thevalue of its assets falls to the extent thatits
equity will fall below the critical level (which we, as above, assumeis 1.50r 0 per centin this
model). Although this is a simplifying assumption, itis commonlymadein theliteratureand

7 Neither is this to be interpreted as an assessment of when a bank can be put into resolution.

18 We assume that the company has some form of borrowed capital and that capital markets are working entirely smoothly, i.e. there
are no taxes, transaction costs or other obstacles. Inreality, banks have a number of different forms of borrowed capital an d a significant
share of their funding is at short maturities, which creates liquidity risks thatare not considered in the model. The model thereby
probably underestimates the risk of banks encountering problems. Furthermore, we assume in the model that a bankonlyencounters
problems if the market value falls below the critical ratio at the end of the time period to which the estimate refers, i.e. one year from
now. If the market value falls below the critical ratio during the year, but then recovers, we then assume that the bank does not
encounter problems. The probability of anindividual bank encountering problems is thereby underestimated.

19 The four major banks here refers to Nordea, SEB, SHB and Swedbank.

20 The levels correspond to the 50th, 75th and 90th per centile respectively in the observed volatiity 1997-2016. See AppendixD for a
more detailed description.
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appearsreasonable given how closely interconnected Swedishbanks are, in partbecause
they own each others’ securities. In addition, a crisisinone bank can createa crisisin other
banks when lenders and depositors try to withdraw theirmoney in a bank run. Thesame
assumptionis madein, forinstance, Sveriges Riksbank(2011) and ina banking crisis model
developed atthe Bank of England (see BCBS, 2010, p 42). It cannotberuled out, however,
thatthis assumption in particular may overestimate the probability of a banking crisis. Set
againstthisisthefactthatweestimatethe model based on the historical correlations forthe
four major banks. Thefactthatthecorrelations have been historically stronger in stressed
periods reduces the significance of this assumption.

The probability of a banking crisis when the model is estimated based on historical
volatility over thelast 20 yearsis presented below. Chart 3 shows two examples in which the
model is estimated assuming a) average volatility and a critical equity level setat 0 per cent of
total assets (blueline), and b) very high volatility and a critical equity level of 1.5 per cent (red
line). The x-axis shows capital in relation to total assets and the y-axis shows the probability of
a bankingcrisis. The blueline shows thatat capital ratios around two per cent of total assets
the probability of a banking crisis is alreadyrelatively small (just over four per cent), falling
closeto zero atratios over three per cent capital, on condition thatthe marketvalue of the
assets does notvarytoo much.Thered line, whichis based on very high volatility in the value
of assets, shows that, at capital ratios around two per cent, the probability of a banking crisis
is relatively high (about 50 per cent) and that the probability decreases as capital ratios rise.

Chart 3. Probability of a banking crisis one year ahead using Model 1
Probability at different capital ratios, in per cent
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Note. The horizontal axis shows capital in relation to total assets and the vertical axis shows the probability of a banking crisis.

Source: The Riksbank

Table7 below summarises the sameinformation asthe chartabove but for sixdifferent
combined assumptions abouta bank's volatility andcritical capital levels. The tableindicates
thatthe probability of a crisisis, asarule, higher when assuming a critical capital level of 1.5
per cent of total assets compared with 0 per cent. Thetable shows further thatthe assumed
value of asset volatility has a crucial impact on the estimated probability of a banking crisis is,
inthesensethathigher volatility implies a greater probability of a banking crisis.



Table 7. Probability of a banking crisis using Model 1

Probability at different capital ratios, in per cent
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Critical level 0 % Critical level 1.5 %
Volatility Volatility
Average High Very high Average High Very high
2 4.06 13.12 25.61 35.54 45.61 53.66
3 0.40 3.79 12.66 9.89 21.55 34.16
4 0.02 0.79 5.25 1.40 7.34 18.41
5 0.00 0.12 1.82 0.10 1.80 8.34
6 0.00 0.01 0.53 0.00 0.33 3.16
7 0.00 0.00 0.12 0.00 0.04 1.00

Note. The first column refers to the capital ratio expressed as equity to total assets, in per cent

Source: The Riksbank

Model 1is a standard model thatdeals withthe problem of notbeingableto observethe
marketvalue of a company’s assets. But, as is often the case with models, itis sensitive to the
assumptions madeand the extentto whichitprovides good guidance on the probability of a

crisisisanopen question.

A comparison of the estimates above, which we have made using Model 1, based onthe

last20 years of data, with a longer time series over |oan losses in the Swedish banking

system, suggests that the model can underestimate the riskof a banking crisisin Sweden. As

Chart4 shows, banks’ historical loan losses are characterised by long periods of relatively

minor losses alternating with less common but significantly larger losses, corresponding to 3-

4 per cent of total assets over oneyear. Inaddition, years of very largeloanlosses tend to
follow each other. On three occasions over the past 100years, the banking system has

demonstrated loan losses of about 6-9 per cent of total assets over a three-year period. This
means thatthe probability of very large |l osses increases significantly when the time horizon is
longer than oneyear.Itis alsoimportantto remember thatthis datarefersto the banking

systemas a whole. Individual banks have made larger |osses over the same period.

Chart4.Loan losses in the Swedish banking system 1870-2008
Loan losses as a share of total assets in per cent
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Note. The chart shows loan losses during a single year and accumulated over a period of three years, respectively.

Source: Hortlund (2005,2008) and the Riksbank’s own calculations
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Model 2 — estimating of the probability of losses based on banks’ historical losses

As a contrastto Model 1, wealso estimatean alternative model (Model 2) whichtoa
greater extent considers banks’ historical loan losses.

In Model 2, the banking systemisrepresented as asinglebank,i.e.weaggregateall the
banks’ assets and liabilities. We also assume that this bank makes a profit before loan losses
thatis constantin relation to theassets atthesametimeas ithasloanlosses thatvary over
time.2!

The time seriesin Chart4 suggests thatthe probability of largelosses is quite high.In
terms of probability distributions, itis hence a distribution with “fattails”, i.e. a higher
probability of extreme outcomes than the normal distribution. Itis probably misleading
thereforeto describe the historical losses by using a normal distribution which implies that
very poor outcomes would notbe particularlylikely. In Model 2, we thereforeassumethat
the loan losses have a statistical distribution with a relatively high probability of very poor
outcomes, known as a half-tdistribution. See Appendix E for a more detailed description.

Chart5 illustrates the estimated probability of a banking crisis according to Model 2. The
chartshows the probability of a banking crisis oneyear ahead at different capital ratios. We
have estimated the model based on historical losses notonly oneyear ahead, which wealso
didin Model 1, butalso threeyearsaheadin order to takeinto accountthefactthatyears
with largelosses tend to follow each other. As for Model 1, we have estimated the model
usinga critical level forequity to total assets of 0 and 1.5 per centrespectively. In addition,
we estimated Model 2 using a critical level of three per cent of total assets. Thelatter is
justified by the factthatthe model refers to losses for the banking systemas a whole and that
the critical level isto beseen as an average. Individual banks can, however, have significantly
higher losses than theaverageina stressed situation andcantherefore suffera crisis before
the average has reached thecritical level. As we argue above, one bank encountering
problems can be enough to sparkacrisisthroughout the entire banking system. This makesit
appropriateto increasethecritical level slightly to compensate for therisk of underestimating
the probability of a banking crisis. It shouldnotbe seen as an assessment though of when a
bankcanbeputintoresolution duetoitbeing deemed to havefailed or is likely to fail. As a
comparison, wealsoincludean estimate of the model where we assumethattheloan losses
arenormallydistributed (dark-blue line close to zero).

Justas in Model 1, the probability of a banking crisis decreases as the capital ratio
increases. The probability of a banking crisis is greater the higher the critical level is set (as a
proportionof total assets) and higher when the probability is estimated based on losses over
athree year horizonahead instead of oneyear ahead (see Chart5 and Table 8).

21 This assumptionis important in order to be able to calculate the extent to which losses during a crisis can be covered by profits. In
practice, profits are notconstant One way for banks to manage major losses is to increase the rates they charge households and
companies. If banks increase their rates in a deep recession, however, it risks exacerbating economic conditions.
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Chart5. Probability of a banking crisis one year ahead using Model 2
Probability at different capital ratios, in per cent
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Note. Normal refers to an assumption on normal distribution. The percentages in the legend refer to different critical levels. 1 year and 3
years refer to historical losses 1 and 3 years ahead respectively.

Source: The Riksbank

Table 8. Probability in per cent of a banking crisis using Model 2 for different capital ratios
Probability at different capital ratios, in per cent

One-year horizon Three-year horizon
Critical equity level Critical equity level
0% 1.5% 3% 0% 1,5% 3%

3 0.61 1.48 9.59 0.83 1.47 3.45
4 0.40 0.78 2.29 0.61 0.98 1.88
5 0.29 0.49 1.04 0.48 0.71 1.19
6 0.22 0.34 0.61 0.38 0.54 0.83
7 0.18 0.25 0.40 0.31 0.42 0.61

Note. The first column refers to the capital ratio expressed as equity to total assets, in per cent.
Source: The Riksbank

As canbeseenin Chart5 above, the use of Model 2 leads to a higher probability of a
banking crisis compared with Model 1 athigher capital ratios. Thisis mainlydue to Model 2
beingestimated on a long timeseries that covers more historical financial crises while Model
1is estimated using data froma shorter period in which loan | osses have been relativelylow.

Social net benefit of higher capital ratios

Finally, we add together the calculations described in earlier sections to geta sense of
whatmay be considered appropriate capital ratio for major Swedish banks.

As described earlier, higher capital ratios generate social benefits by reducing the
probability of a costly banking crisis. At the sametime, there is a cost for higher capital ratios
inthatthe GDP level becomes lower ifbanks’ lending becomes more expensive. The net
benefitfor society of raising the capital ratios is the benefit minus the cost. By marginally
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increasing the capital ratios, one can calculate how this social net benefit will develop when
further capitalisadded. To makeitsocially beneficial to raise the capital ratio, the expected
benefit needs to exceed the expected cost.

How does one calculate the social net benefit?

InTable9 we providethree stylised examples of how costand benefit can relateto one
anotherinorder toillustrate how the net benefitcan be calculated.

Inthis example, ifthe bank's equity atsomelevel is raised by one percentage point, the
probability of a crisis inthis example declines by one percentage point. If the capital ratio is
thereafter raised by an additional percentage point, the probability of a crisis declines by an
additional 0.5 percentage points. If the capital ratio is raised by one more percentage point,
the probability of a crisis declines further, by 0.1 percentage points (see column a). The cost
of a crisisisshown incolumn (b). Using this as a base, one can then multiply (a) by (b) to
obtain the expected benefit per year of increasing the capital ratio by one percentage point.
The benefitis stated in column (c)and thus corresponds to the declinein probability of a crisis
multiplied by the cost of a crisis.??

At the sametime, a higher capital ratioentailsa costinthatitbecomes moreexpensive
for households and companies to borrow from banks, and this costis stated in column (d).
The difference between the expected benefit of a higher capital ratio and the cost of the
same, givethesocial netbenefitin column (e).

InTable9, thecostofa crisisis assumed to be 180 per cent of GDP. Meanwhile, we know
from previous sectionsthatanincreaseinthe capital ratio of one percentage point may cause
banks to increasetheirlending rates which in turn may resultin a lower GDP level in thelong
run. Using our estimates from previous sections, thesocial net benefit of thefirstincreasein
the capital level inthis example can be calculated as 1.69 per cent of GDP,see Table9.The
social net benefitis positive, thatis, the benefitis greater thanthecost,in allthree cases.

Table 9. Example - Net benefit of increasing capital ratios by 1 percentage point
Probability per year and benefit and cost in per cent of GDP

Cost ofa Expected
Increasein Declinein crisis benefit Cost (per | Social netbenefit
equity to total probability of a (a)x(b) cent of (c)-(d) (per cent of
.. (per cent
assets crisis (per cent) of GDP) (per cent GDP) GDP)
of GDP)
(a) (b) (c) (d) (e)

1

percentage 1.0 180 1.80 0.11 1.69

point

An additional 0.5 180 0.90 0.11 0.79
percentage point
An additional 0.1 180 0.18 0.11 0.07
percentage point

Source: Own calculations

Raising capital ratios reduces the risk of a crisis

The questionis then what constitutes anappropriate capital ratio. To calculate this, we
seek the highest possible capital ratio at which a further increasein capital ratios still provides
a positivesocial net benefit (e)in Table 9. Thisisdonein several steps.

The first step involves calculating a threshold value, or break-even point, afterwhichitis
no longer profitableto raise the capital ratio. The threshold valueis calculated by dividing the
costofincreased capital ratios (column din Table 9) by the cost of a crisis (column b).

22 Note that the benefit is shown in the decline in probability of a banking crisis one year ahead multiplied by the costof a crisis that is a
current value of future costs. This reflects the fact that crises are assumed toresult in a permanently lower GDP every time they occur.
Let us assume that one could pay a premium to avoid crises for certain for one year. Under the assumption of risk neutrality, itis worth
paying the premium as long as itdoes notexceed the probability of a crisis occurring during the year multiplied bythe disc ounted
present value of the social cost of a crisis.
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In a second step we can then examine how different capital ratios affect the probability of
acrisis (a). As mentioned above, the probability of a crisis declines with each increaseinthe
capital ratio, but the effect becomes smaller the higher the capital ratio we already have. If
the positive effect of raising the capital ratio furtheris less than the threshold value, itis no
longer socially beneficial to continueraising the capital ratio. The social benefit will then be
lower than thecostand thus therewill be no net benefit.

We havecalculated a thresholdvalueina main scenario based on the assessments of the
costofacrisisand thecostofanincreased capital ratioof 180 percentand0.11 percent of
GDP respectively, which werereported in earlier sectionsandareshownin Table9.23 We
havealsoestimated the link between anincreasein the capital ratio and the probability of a
crisis occurring, using Model 1 and Model 2.2% These values are compared in Chart6. The
differentcurves show estimates under differentassumptions. In Chart 6, thelabels0, 1.5 and
3 percentrefer to the critical levels atwhicha crisis will break out. Oneyear and threeyears,
respectively, refer to the time horizon of thelosses based on which the model has been
estimated, and Medium, High and Very High refer to the assumption of asset volatility.2>

The points where the probability curves intersectthe threshold valuesindicatea level at
whichitisappropriateto raise capital ratios by an additional percentage point, but no more.
The appropriate capital ratiofor differentassumptions, is thus given by the capital level at
whichthelinesintersect plus an additional percentage point.

Chart 6. The effect of higher capital ratios on the probability of a crisis, for different assumptions
Reduction in the probability of a crisis in percentage points
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Note. The percentages in the legend refer to different critical equity ratios. 1 year and 3 years refer to historical losses 1and 3 years
ahead respectively.

Source: The Riksbank. See Appendices D and E for a more detailed description

2 If the cost of a crisis is 180 per centof GDP and the cost of the banks increasing their lending rates is 0.11 per cent (imp acton GDP), the
threshold value will be 0.11/1.8, that is, around 0.06 percentage points.

24 Appendix D and Appendix E contain accounts of 12 different specifications of Models 1 and 2, which are used as a basis for the
calculations. Here only a sample is illustrated to show the spread of the results. Our assessment is that all estimated variants are relevant
and the purpose of the selection is partly toillustrate the sensitivity of the assumption and capture the extremes given the assumptions
made.

25 |n the previous section the relationshipis described in terms of the level of probability of a crisis and the banks’ capital ratios. Here we
describe the same relationship butexpressed as how far the probability of a crisis at a given capital ratio will decline when the capital
ratio increases by one percentage point.
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The Chartalsoillustrates an alternative threshold value (threshold value 2) which has been
calculated on the basis of an alternative scenario that assumes a higher cost of a crisis and a
lower cost of higher capital ratios. The cost of a crisis isassumed in this alternative scenario to
be 257 per cent of GDP in present value term, which corresponds to the higher estimate for
the Swedish 1990s crisis in Boyd etal. (2005). This higher assumption is justified by the Swedish
banking sector having grown substantially in relation to GDP inrecent decades, having become
moreinterconnected andhavingincreased its dependence on wholesale funding. As explained
above, theestimated cost of a crisis is also dependent on the chosen discount rate. If one takes
into account current assessments of long run interest rates, there may be justification for a
presentvalue calculation of future welfare losses with a lower discount rate. Alower discount
rate makes the value of future income greater and thus the welfare loss from crises become
greater. In addition, the cost of increased capital ratios is assumed to be half as bigin the
alternative scenario asin the main scenario. This is justified in part by our cost calculation being
based on two different models, one of which does notincorporate the Modigliani-Miller offset.
There may thus be a tendency to overestimate the cost. In addition, companies may fund
investments in other ways than by borrowing from banks. Both of these factors indicate that
the effect on investments and GDP can be less than in the main scenario.

An appropriate capital ratiois in the interval 5-12 per cent

Each declininglineinChart6 shows how much further one additional percentage point of
equity reduces the probability of a crisis estimated with Model 1 and Model 2 fordifferent
assumptions regarding volatility, time horizon andcritical level. The points where these
declining lines intersectthe thresholdvaluesindicate a level at whichitis appropriateto raise
capital ratios by an additional percentage point, butno more, for a given set of assumptions.
By adding one percentage pointto each of the different capital ratios at which thelines
intersect wethus arriveata range of appropriate capital ratios.

All of theintersection points arein aninterval of between approximately 4 and11 per
centcapitalin relation to total assets. The most cautious estimate thus finds it beneficial to
raise by onefurther percentage pointfroma capital ratio of 4 per centto a ratio of 5 per cent,
approximately. Inother words, all of the estimates indicate thata well-balanced capital ratio
isatabout5 per centor higher. The other estimates imply thatitis socially beneficial to raise
even athigher ratios. Even with a capital ratio of 11 per cent, it may besocially desirable to
raise by a further percentage pointto 12 per cent.

All'inall, ourcalculations indicate thatan appropriate capital ratio for Swedish banks may
be intheinterval of about5-12 per cent of total assets.

Many other studies show similar results

Several recent studies find support for higher capital ratios in line with our results.
Firestoneetal.(2017) uses asimilarapproach to the onein this analysis which resultsin
similar capital ratios for banks in the United States. Dagher etal.(2016)find on the basis of
panel data froma large number of countries over a long period of time that capital ratios of
8-13 per cent of the banks’ total assets would have been sufficientto avoid most of the
banking crises that havetaken placein these countries since 1970.26 Examples of other
studies thatalso find that higher capital ratios may be appropriate from society’s perspective
include Fender and Lewrick (2016), Bair (2015), Calomiris (2013), the Federal Reserve Bank of
Minneapolis (2016) and Admati and Hellwig (2013).27 Other studies find support for lower
capital ratios. One of thereasons for thisis thatthey have chosen to assumethatthecostofa
crisiswill be lower using the justification that the new resolutionframework canbe expected
to reducethe cost, seefor example Brookeetal.(2015). Another reason why the estimates
arelower is thatthey refer to risk-weighted capital ratiosinother countries. As the risk

26 The definition of avoiding a crisis in Dagher et al. (2016) is in the main scenario that the banks have 1 per cent equity (to total assets)
left after loan losses in a given year. In an alternative scenario, they set this safety margin at 3 per cent.

27 The studies argue for the following ratios: Fender and Lewrick (2016): 4-5%; Bair (2015): 8%; Calomiris (2013): 10%; Federal Reserve
Bank of Minneapolis (2016): 15%; Admati and Hellwig (2013): 20-30%.
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weights in Sweden are comparatively low, itis difficult to transfer these results to Swedish
conditions.

Conclusion

Calculating an appropriate capital ratio involves a great deal of uncertainty. The
calculations can be madein many different ways, and whichever way one chooses theresults
aresensitive to the choice of model and theassumptions made.

With our approach, whichlargelyfollows method used in several earlier studies, and with
our assumptions, itis socially beneficial to have capital ratios in theinterval of 5-12 per cent
of a bank's total assets. One cannotrule out the possibility thata well-balanced capital ratio is
aboveor below this interval. Ourresults indicate higher capital ratios than thosein the
Riksbank study from 2011, reflecting new data and research, among other things. Ourresults
areinlinewith several morerecent studies.

At present, there is no leverage ratio requirement for Swedish banks. The banks’ leverage
ratios, measured as equity in relation to total assets, have fallen over timeand are now
around five per cent. The calculations indicate thatit could be socially beneficial to have
higher capital ratios thanthose the major Swedish banks currently have.
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Appendix A - Do higher capital requirements
affect lendingrates?

Cristina Cella

Introduction

In this memo, we discuss whether raising capital requirements?® increases the cost of
financial intermediation and, if so, how large this effect may be and whether borrowing

for firms and households might be negatively affected.

Higher capital requirements make borrowing from banks more costly if both of the following
apply:

(i) forcing banks to replace some of their debt financing with equity financing raises
their average cost of capital, and
(ii) banks pass this higher cost onto borrowers by increasing margins on loans to

firms and households.2?

Intheory, intheabsence of frictions, an increase in capital requirements should have no effect
on banks’ funding costs, and hence on lending rates, in the long run. However, financial frictions
existand areview of international empirical research suggests that raising banks’ equity to total
assets by one percentage-point results in an increase in lending rates of 16 basis points on
average.

To better understand why lending spreads may increase as a result of higher capital
requirements, we discuss a number of market frictions of relevance to banks’ cost of capital,
and we also consider the potential effects thata possibleincreasein lending rates could have
on the overall economy. Inparticular, we note that adverse effects on investmentand GDP will
materialiseonlyif firms are unableto offset the higher costof bankloans. If firms areableto
access alternative financing sources, their cost of capital would increase by less than the
increase in banks’ lending rates, and the effects on the entire economy will be smaller than
otherwise implied. In addition, some of the frictions that may contribute to raising banks’
funding costs —if they reduce their leverage —are linked to subsidies for debt financing that
may distort the allocation of resources in the economy and lead banks to take on too much
debt from a social point of view. Keeping these factors in mind, we emphasise the distinction
between private costs incurred by banks and social costs incurred by theeconomy as a whole

when discussing the results.

28 |n this memo, we express capital require ments in terms of equity to total un-weighted assets. In particular, whenwe
talk about an “increase in capital requirements” we refer to banks increasing equity to total assets by one percentage
point.

2 Note thatthe underlying assumption here is that the larger cost of fundingthata bank may experience because of
higher capital requirements is passed exclusively to borrowers. In particular, this assumption suggests that, to meet
capital requirement while ke eping its return on equity unchanged, a bank increases lending rates so that the increase in
net income exactly cancels out the increase in funding costs. See King (2010) for a description of the mechanism.
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The Modigliani-Miller framework

Whether or notincreasing capital requirements —thereby forcing banks to finance themselves
with moreequity and less debt —affects a bank’s overallfunding costisan empirical question.

In theory, the effect on banks’ funding costs, and hence on the lending rates, couldbe zero
in the long run. In their seminal paper published in 1958, Modigliani-Miller (hereinafter MM)
showthat,ina world without frictions, the combination of debtand equity with which a firm
chooses to financeits operationsisirrelevantto its average cost of capital. Insucha frictionless
world, reducing leverage3® does not affect a firm’s average cost of capital.

The MM framework recognises thatissuing equity may be more expensive than financing
with debt, but points to an offsetting benefit of additional equity. First, when leverage is
reduced, the firm’s outstanding debt becomes less risky, since thereis more equity to absorb
losses. Second, the probability of the firm’s defaulting decreases and the volatility of the return
on equity falls. This should make a firm’s equity less costly. In a perfect world, the firm's
weighted average cost of capital (WACC) remains unchanged.3!

For financial institutions such as banks, the MM irrelevance theorem implies that, in a
world without frictions, better capitalised banks canissue less risky —and hence cheaper —
equity while maintaining the same portfolio of loans.32 Inthat case, increasing a bank’s capital
requirements would not affect either its lending rates or its lending volumes. In practice
though, banks face some specific frictions that make capital structure relevant for their cost of
capital. Broadly speaking, one could put these frictions into two broad categories:

a. governmentintervention,
b. market frictions.

In the following, we give a brief description of each categoryand illustrate s pecific frictions
that mightbe of particular relevanceto a bank’s cost of capital.
Government intervention

If the governmentintervenes with tax breaks or subsidies that make financing with debt more
attractive thatfinancing with equity, this distortion will affect the way companies may finance

30 Here we refer to leverage asthe proportion of debt (D) over equity (E): debt-to-equity ratio (D/E). Keeping debt
constant, leverage then decreases as the equity base increases. Note, though, that Basel Ill uses a different definition
of leverage: Equity to Assets (E/D+E). Consideringthe Basel I1I definition of leverage, keeping assets constant, leverage
decreases as the leverage ratio increases.

31 Modigliani and Miller proposition | states that the sum of the market value of equity (E) and the market value of debt
(D)is equal to the market value of the unlevered assets (U):

E+D=U (1)

This equation suggests that, by holdinga portfolio of the firm’s equity and debt, the investor is able to replicate the cash
flows from holding the unlevered security. Because the return of a portfolio is calculated as the weighted average
returns of the securities it contains, equality (1) implies that:

—~£_Re+ 2-Rd =Ru )
E+D E+D

Where Re is the cost of (levered) equity, Rd is the cost of debt and Ruisthe cost of unlevered equity or WACC (weighted
average cost of capital). From equation (2), it follows that:

Re=Ru +§(Ru—Rd) 3)

A firm’s cost of equity depends on the firm’s operating risk (the riskiness of the cash flows of the assets absent any
leverage) and the firm’s financial risk, which depends on the firms’ level of leverage. Modigliani and Miller proposition Il
states that the cost of levered equityincreases with the firm’s market value of the debt-to-equity ratio (D/E).
32 See Admati, DeMarzo, Hellwig and Pfleiderer (2011) for an extended discussion.
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their operations. The same type of distortion happens if the government offers (unpriced)
guarantees of liabilities.

Frictions due to government intervention affect a bank’s capital structure decisions in
different ways. To begin with, in many countries, interest payments on debt are deducted
against a firm’s corporate income while dividends to shareholder are not. Hence, using debt
gives riseto a valuable taxshield. So banks, like any other company, maximise the value of their
tax shield by increasing leverage. If leverage is reduced, some of these benefits are lost, and
this can affect (albeit marginally) a bank’s cost of capital.

To givea concreteexample, assumethat new equity replaces long-term debtin a bank's
capital structure, and thatthe only effect on the bank’s cost of capital comes from the | ost tax
shield on debt. Let us assume that, in Sweden, the average coupon on the long-term debt is
5 per cent and the corporate tax rate is 22 percent. If equity increases one percentage point,
the losttax shieldwill be given by the coupon times thetax rate (0.05x0.22)=0.011 per cent,
or 1.1 basis points. This implies that, keeping assets constant, if banks had to issue one extra
percentage point of equity, their cost of capital (WACC) could increase by about 1.1 bps.33

Itis important to notice that a favorable tax treatment of debt over equity also creates
potential “clientele effects” (Stiglitz (1973) and Miller (1977), among others). The clientele
effect hypothesises that the common stocks of highly levered firms will be held by investors
with low personal tax rates, whilethe shares of firms with little or no leverage will be held by
individuals with high personal tax rates. Thus, in order to attract a certain type of investor, a
company may notchoosethe capital structurethatis bestto supportits operations, but that
which reflects the specific preferences of its “preferred set” of investors. While the cost of this
friction is difficult to quantify numerically, the existence of such a problem highlights the many
ways in which government regulation can distort how banks finance their operations.

Other types of governmentinterventionthat could substantially affect banks’ preference
for high leverage are implicit (too-big-to-fail type) and explicit (deposit) guarantees.3* Banks’
shareholders benefit fromthese guarantees because they make the claim of debt holders and
depositors less riskyon average3® and are thus less costly from the financing perspective of the
bank. Replacing debt with equity might then resultin a higher funding cost.

Importantly, thelarger costthatbanks mayincurbecause of forgone guarantees is nota
social cost but a private one. The existence of guarantees might encourage banks to take
excessiveleverageand/or holdmoreilliquid assets (Diamonand Rajan(2012)). This behaviour
makes the portfolios of banks riskier, and shifts risk from the banks’ equity holders to the banks’
depositors and debt holders. Therefore, guarantees provide shareholders with a private
benefit, but have no clear social benefit: a) in normal times, guarantees allow banks to fund
themselves with cheaper-than-otherwise debt, thus givingthemanincentiveto lever up;and
b) during a financial crisis, guarantees represent a transfer from taxpayers to shareholders. If
guarantees generate inefficient behaviour, reducing their use might actually generate social
benefits.

Government guarantees, or better, the existence of financial contracts used to overcome
the lack of them, also create another frictionknown as the debt convenience premium. Banks
notonly raise money fromretail depositors, butalsolargely rely on wholesale debt raised from
institutional investors (such as sovereign wealth funds and mutual funds) and cash-rich
companies thatarenot protected by deposit guarantees. To offer non-retail investors a safety

3 These calculationsare in linewith the results of Kashyap, Stein and Hanson (2011) who also document a small increase
inthe representative US bank’s cost of capital due to the lost tax shield.

34 See Elliott (2009) and Miles et al. (2013) for an extended discussion of this topic.

35 This is because debt holders and depositors are more likely to recover partif not all of their claims in bad states of
the word.
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net similar to thatenjoyed by retail investors, banks use structured financial instruments that
make their investment essentially default-risk free.

When institutional investors provide funds to a bank, they are paid aninterestrateand
receive collateral through aninstrument similar to a repo agreement. The investor buys (at a
discounted price) the collateral from the bank and the bank agrees to repurchase the same
assetata later date (usually theday after) ata higher price. If the bank defaults, the investor
keeps the collateral and is therefore insured against default risk. This system allows
institutional investors (and more specifically money market funds) to have a flexible and safe
investmentthatnotonly produces someinterestbutalso allows the funds to access their cash
almost on demand.3® Given this convenience, institutions are then willing to accept a lower
interest rate from banks, and short-term wholesale debt has therefore become a highly
attractive form of funding for banks. In other words, some wholesale short-term debt may
carry a valuable money-like premium.3’

Understanding the money-like premium is important because, when studying the impact
of capital requirements, most authors assume that equity replaces long-term debt (which is
more expensivethan short-term debton average). However, if banks are heavily funded with
short-termwholesale debt, itis reasonable to assumethatthey may need to replace some of
this debt with equity and lose the money-like premium they make. Nevertheless, this kind of
cost might be quite small. For a one percentage-point increase in capital requirements,
Kashyap, Stein and Hanson (2011) report that the lost money-like premium would make
funding for the average bank in the US at most 1 bp more expensive.

Market frictions

In the perfect world postulated by Modigliani-Miller, markets are completely frictionless so
firms have easy access to financing and can freely choose their capital structure. In reality,
when a company tries to raise more financing, this could be quite expensive. Someimportant
frictionsin this contextarerelated to asymmetricinformationissues and market competition.

Because of asymmetricinformation, financiers maybe unableto correctly price the assets
of a company and they may require higher compensation for risk than is otherwise necessary
(Ross (1977) and Leland and Pyle (1977)). However, companies might not accept the lower
price investors are willing to pay and may try to issue equity when the discount can be
minimised (Myers and Majluf, 1984). Investors though anticipate that managers may issue
equity when the stock is likely to be overpriced and react negatively to announcements of
equityissues (i.e.thecompany stockprice declines upon announcement) deterring managers
from issuing equity in the first place. Managers may then choose to finance with retained
earnings first, debtsecond and new equity in the final instance —following the “pecking order
theorem” of Myers (1984).

Since banks havevery opaquebalancesheets, they could be more adversely affected by
asymmetric information issues when raising new equity.3® On the other hand, while
asymmetric informationissues might be particularlysignificant when a single bank tries to raise
equity, if all banks need to issue new equity to meet the regulatory minimum capital
requirement, asymmetric information may affect them less severely.

36 Gordon and Metrick (2010) provide a full description of the “securitise-banking” system and the use of repo
agreements.

37 Gorton (2010), Gorton and Metrick (2012) and Stein (2012) are among the first to discuss this specific friction.
38 See Bolton and Freixas (2006) for more details about how asymmetricinformation may affect a bank’s net worth.
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Another important friction for banks is the degree of competition in the market. Market
competition, however, may not directly affecta bank’s cost of capital, butrather its ability to
pass anincreasein this cost on to its clients.

The main competitive advantage of banks is theirability to access cheap funding. If,ina
competitive environment, banks’ funding costs increase, some banks may not be ableto
compete and could be eventually run out of business. This would make the market more
concentrated and could have adverse consequences for borrowers, since banks may increase
interest rates more easily.

Inalready concentrated markets, increasing capital requirements might notreshapethe
industry structure, but might indeed affect lending rates: when unable to deleverage (assets
are kept constant) but forced to raise equity, banks may charge higher inter est rates and/or
fees to their customers in orderto compensate for thedecreaseininvestors’ returnon equity
(ROE) and keep their target ROE.39:40

With four big banks (Nordea, SEB, SHB and Swedbank) that dominate the industry with
about 80 per cent of market share, Sweden has a very concentrated banking sector. Therefore,
whiletherisk of further concentrationin thelocal market may notbe real, banks mayindeed
transfer all of the extra costs incurred by higher capital requirements directly onto borrowers.
Still, banks do not necessarily have to increase lending rates to offset the increase in their
funding cost. The ability of banks to charge morefor loansis not only conditional on the degree
of competition in the banking sector; italso depends on the availability of credit through
private capital markets, and the elasticity of loan demand. King (2010) suggests that, before
banks modify lending rates, they could (i) reduce operating expenses, (ii) increase non-interest
sources ofincome, (iii) redirect activity towards more profitable lines of business, or (iv) absorb
the higher costs and reduce ROE. These alternatives suggestthat, also in a highly concentrated

industry, lending rates need not to increase because of higher capital requirements.

The shortdiscussionabove very briefly summarises the tension between the benefits and
costs of debt and equity financing, and suggests that frictions make a firm capital structure
relevant to its cost of capital. Nonetheless, many studies document that, when companies
substitute debt financing with equity financing, their overall cost of capital increases |l ess than
what it would have done in the absence of any mitigating effects, due to lower |everage and
less risky equity. This effectis commonlyreferred to as the “Modigliani-Miller offset” and itis
well-documented also for the banking sector, as Table 1 shows.*!

The studies in Table 1 suggest that, once equity is raised, the actual cost of capital of a
bank mightnotincrease by as much as some critics suggest:*2 Consistent with the MM offset,
replacing debt with equity makes a bank less risky (i.e. the bank’s equity beta decreases*3) and
this benefit offsets inpartthe costimplied by potential frictions. Lately, though, some authors

39 Elliot (2009) discusses why banks mayintend to keep their target ROE and Kashyap, Stein, andHanson (2011) discuss
the issue of competition in the banking sector.

40 Kisin and Mandela (2016) suggest that banks may perceive equity to be arbitrarily costly. Theoretically, the costs could
be substantial if the fragile capital structure is necessary for bank operation (Calomiris and Kahn (1991) and Diamond
and Rajan (2001)). Admati, DeMarzo, Hellwig, and Pfleiderer (2011) and Admatiand Hellwig (2013) suggest opposite
arguments. Equity may also increase bank value by improving incentives (e.g., Holmstrom and Tirole (1997); Allen,
Carletti, and Marquez (2009); Mehran and Thakor (2011)).

41To give an idea of the MM offset, we will refer to the example illustrated by Miles, Yang and Marcheggiano (2013). On
page 13 of their paper, they show that, in the absence of any Modigliani ad Miller offset, a 15 percentage point increase
in capital to un-weighted assets would increase the cost of capital of the average bankin the UK by approximately33
bps. However, using their fixed effects estimate in Table 1, they show that the actual increase in the average bank cost
of capital is only 18 bps, not 33 bps;in other words the actual increase is 45 per cent lower than in the case without MM
offset.

42 See forinstance the study that the Institute of International Finance (IIF) published in 2010.

43 Kashyap, Stein, and Hanson (2010) show that in a panel of large banks, those with less leverage have significantly
lower values of both beta and stock-return volatility.
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have questioned the existence of the MM offset, suggesting that a different issue may be
particularly important to consider in this contest: the low-beta anomaly.

Table 1. Evidence of the Modigliani-Miller offset.

(1) () (3) (4)
Paper Country Data Period MM Offset
ECB(2011) 54 Global Banks 1995-2011 41%-73%
Junge and Kugler (2013) Switzerland 1999-2010 64%
Miles et al. (2013) UK 1997-2010 45%-90%
Shin (2014) 105 Advanced Economy Banks 1994-2012 46%
Toader (2015) European Banks 1997-2011 42%
Bank of England (2015) UK 1997-2014 53%
Clarketal (2015) us 1996-2012 43%-100%

Column (1) records the title of the papers, column (2) describes the countries involved in the study, column (3) reports
the time period used inthe study, and column (4) shows the Modigliani and Miller (MM) offset documented by the
paper.

The standard Capital Asset Pricing Model (CAPM) postulates that investors should be
compensated for taking systematic risk (beta). However, Ang, Hodrick, Xing and Zhang (2006)
documentthat stocks with lower beta have historicallyearned higher returns than stock with
higher beta. The existence of this anomaly suggests that, all else equal, companies with low
risk may haveto pay more, not less, for raising extra equity financing, and thus end up with a
higher cost of capital (Baker and Wurgler, 2014). Then, even in a perfect world, the Modigliani-
Miller capital structureirrelevance theorem fails (Baker and Wurgler, 2015). Baker and Wurgler
(2015) estimate that, because of the low-beta anomaly alone, the weighted average cost of
capital of the average US bank mayincrease 8.5 bps after a one percentage-pointincreasein

capital requirements.

The discussion above highlights that, because of frictions, after increasing equity to total
un-weighted assets by an additional percentage point, banks might experiencean increasein
their costof capital and they may pass thisincreaseto borrowers by increasing lending rates.
So, the next question is: how much does a one percentage-point increase in equity to total
assets affect lending rates? This issueis discussed in the following section.

Existing literature on lending rates

The literature on how capital requirements affect lending rates has evolved quite substantially
from initial attempts in the aftermath of the financial crisis. Data availability and more
sophisticated estimation frameworks have contributed to more direct and better devel oped
studies.

Table2 summarises some of the most cited papers in this fairly extensive literature. For
the sake of simplicity, the studies have been divided into those that explicitly employ the MM
framework (row (1)—7)of Table 2), and those that use alternative methodologies (row (8)—{13)
of Table2).#* All of the results have been harmonised so thatwe always reportthechangein

44 The papers that use altemative methodologies mostly employ structural models, including general or partial
equilibrium models, and accounting equations. Just to give anintuition, structural econometric models use economic
theoryto develop mathematical statements about how a set of observable “endogenous” variables (y) are related to
another set of observable “explanatory” variables (x) and unobservable variables (z). Methods using accounting
identities start by the basic principle that total assets must equal total liabilities and use stylised balance sheets and
calibrations based on a representative bank.
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lending rates associated with a one percentage-point increase in equity to total assets, also
when the original study investigates capital to risk-weighted-assets (RWA) type of
requirements.*>

The studies that use the MM framework proceed in two steps: (a) they study how the
cost of capital of a bankis affected by the change in capital requirements; and (b) they study
how much of the changein the bank’s cost of capital is passed on to clients, and thus how much
more expensive it becomes for (corporate) customers to finance their investments. As
supported by existing empirical literature (De Bondt (2005), Harimohan, McLeay and Young
(2016) and Mojon (2000)), most studies assume that the increase in funding costs is fully
transferred onto borrowers.*®

Table 2. Empirical evidence of the impact ofa one percentage-pointincreasein capital requirements on lendingrates.

&3} 2) 3) “@) (5) (6) (Y} ®)

MM A Lending

Study Year Country Time Period Type of Study Methodology Offset Rates (bps)

A. Papers using the MM framework:

(o BCBS* 2010 13 OECD countries ~ 1993-2007 Calibration 26
2 Junge and Kugler 2013 Switzerland 1999-2010 Calibration 64% 0.70
3) Miles, Ya d Marcheggiano 2013 UK 1997-2010 Calibration 45% 1.20
4) Bank of England 2015 UK 1997-2014 Calibration 53% 25
(5) Elliot 2009 Us Calibration Implicit 20
(6) Kashyap, Stein and Hanson 2011 Us 1976-2008 Calibration Tmplicit 3.50
()] Baker and Wurgler 2013 us 1971-2011 Empirical + Calibration  Implicit 8.50
Average 12.13

B. Papers NOT using the MM framework:

(8) Cosimano and Hakura 2011 Global 2001-2009 Structural Model Empirical 12
9 King* 2010 13 OECD countries 1993-2007 Accounting Identities Calibration 30
(10y Slovik and Cournede® 2011 3 OECD countries 2004-2006 Accounting Identities Calibration 32
(11) | De Resende, Dib and Perevalov® 2010 Canada General Equilibrium Model Calibration 2.50
(12) Corbae and D'Erasmo* 2014 us Structural Model Calibration 50
(13) Kisin and Manela* 2016 us 2002-2007 Partial Equilibrium Model Empirical 0.30
Average 2113

Overall Average 16.28

Column (1) records the title of the papers, column (2) reports the year of the last available version, column (3) describes
the countries involved in the study, column (4) reports the time period used in the study, column (5) briefly summarises
the type of study, column (6) describes whether the study was conducted using an empirical, regression-based,
approach or a calibration approach. Column (7) reports the estimated MM offset and column (8) reports the effect of a
one percentage-pointincrease in capital to un-weighted total assets on lendingrates (in basis points). * Indicates papers
that originallyinvestigate the effect of a one percentage-point increase in capital to risk-weighted-assets (RWA). To
harmonize the results, RWAis assumed to be 50 per cent on average of total un-weighted assets.

Overall, the main takeaway of Table 2 is that a one percentage-pointincreasein capital
requirements has a relatively small impact on funding costs and therefore on lending rates
(about 16 bps on average), and more recent evidence (see for instance Kisin and Manela
(2016)) finds smaller effects. These results though should be interpreted with caution.

To begin with, banks face differentinstitutional settings in each countryand thus most of
the results depend on the banking sector’s country-specific characteristics. Another potential
problem is that changes in capital requirements are studied in isolation from other policy
changes. The results obtained might therefore only capture an incomplete part of the actual
effect. For instance, if several pieces of regulation change together, the collective effect of
these changes could result in larger (or smaller) estimates than those reported in the
aforementioned studies.

45 To harmoniseall the papers, we translate all of the resultsassuming that on average RWA is 50 per cent of total assets.
This is currently the best we can do because of the lack of information on the actual proportion of risk-weighted-assets
(RWA) to total assets in countries around the world. Data was requested from BISbutourrequest could not be met
because of privacyissues.

46 Miles etal.(2013) andJunge and Kugler (2013) are the only two papers that deviate from this a ssumption in their
main conclusion. However, to better compare the results across all papers, in Table 2 their results are adjustedso that
the pass-throughis 100. Note that this assumption makes the magnitude of their effects larger than otherwise reported
in their papers.
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Itis also important to note that most of the studies use highly simplified assumptions:
banks have only loansin their portfolios, all equity is common equity, equity replaces long-term
debt, thetaxrateis constant (this affects the tax value of the debt tax shield) and banks are not
able to change their assets. Changing one or more of these assumptions may substantially
affect the final estimates. Lastly, studies that use calibrations are very sensitive to the way
inputs are obtained.

To conclude, itisimportantto keep in mind that, when interpreting the results collected
inthis very brief survey, the borrowers mustbe considered too. While banks may be willing to
charge higher lending rates to their customers, corporate borrowers may look for credit
elsewhere (less regulated institutions or shadow banks may capture part of the market of more
regulated banks), and may even choose to adjust their own capital structures. Faced with more
market competition, banks may then reconsider the decisionto pass a large part of their
increased funding costs onto their customers. Therefore again, the structure of the banking
and financial system plays a crucial role when assessing the real economic consequence of
changes in capital requirements.

Existing evidence on lending volumes

Another aspectto consider to fully assess the impact that changes in capital requirements may
have on the real economy, is how they affect lending volumes in the steady state.

Whilebanks could reactto higher capital requirements by increasing lending rates, they
could also choose to keep their lending rates atthe samelevel andinstead reduce the amount
of creditto the economy to minimize the cost of monitoring borrowers in order to avoid losses.
They mightof course concurrently increase lending rates and reduce lending volume. While a
reduction in thesupplyof creditto households and corporates may have strong consequences
for the real economy, oneshould notforgetthata demand side effectis also possible. In well-
functioning markets, keeping investment opportunity constant, if banks increase lending rates
as a consequence of higher capital requirements, borrowers might look elsewhere for credit.
This latter effect would create an observational equivalence: while it might seem that banks
havereduced creditto the economy, in fact, itis customers thatare borrowing less from banks
to financetheir consumptionand businesses. If this is the case, changes in capital requirements
should be have quite limited effects on the real economy in the long run.

Alsoif unableto distinguish between a demand-side effectand a supply-side effect, many
authors have been studying the consequences that changes in capital requirements could have
onlending volumes. Since the aim of this review is to focus on lending rates, we will only briefly
review two (more recent) papers that contribute to the literature on how changes in capital
requirements might affect lending volumes. We refer readers to the BIS report no. 30
published in March 2016 for a richer summary.

Mendicino, Nikolov, Suarezand Supera (2015) show results not only on lending rates but
also onvolumes. The authors incorporate the banking system in a standard DSGE model and
consider a framework in which banks lend to both households and corporates and where all
borrowers may default on their lenders due to idiosyncratic and aggregate shocks. They
calibrate their model using data from the euro zone over the period 1999-2013. While the
original paper does not directly report results for lending rates and lending volumes, the BIS
paper no.30, publishedinMarch2016, reports authors’ calculations (see Table 1 and Table 2
in the report). In the BIS report, the authors suggest that, in the long run, an increase of one
percentage-point in the ratio of capital to risk-weighted (un-weighted assets*’) is associated

47 RWA=50 per cent*Total Assets
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withanincreaseinlending rates of 2.8 (5.6) bps for households’ mortgages and 4.9 (9.8) bps
for corporate loans. Moreover, credit growth falls by about 0.15 per cent (0.3 per cent) for
households and0.43 per cent (0.86 per cent) for corporates. Smalleffects are alsodocumented
by Noss and Toffano (2014) who, using data on UK banks overthe period 1986-2010, find that
an increase of 15 bps in un-weighted capital requirements is associated with a median
reduction of around 1.4 per cent in the level of lending after 16 quarters. If we consider an
increase of equity to total un-weighted assets of just one percentage-point, the median effect
on lending volumes amounts to 0.093 per cent in the level of lending after 16 quarters.

The modest effects found by Mendicino etal.(2015)and Noss and Toffano (2014) are also
confirmed by a large body of literature. These studies, like those on lending rates, conclude
thatthe effect of capital regulation on lending volumes should be quite modestinthelong run.

Conclusion

Inthe above, we have taken the Modigliani-Miller theoremas a starting pointfor a discussion
of how banks’ funding costs may be affected by higher capital requirements. The theorem
predicts that, in the absence of taxes and other frictions, banks’ funding costs may not be
affected atallinthelongrun. In practice, there arerelevant frictions to consider that may cause
banks’ funding costs to increase somewhat as a result of higher capital requirements. Yet,
existing research also finds support for the existence of some degree of Modigliani-Miller
offset. Overall, the studies reviewed in this memo show thatraising banks’ equity to total un-
weighted assets by one percentage-point may resultin anincreasein lending rates that ranges
between 0 and 50 bps, 16 bps on average.

35



36

STAFF MEMO

References

Admati, A.R., DeMarzo, P.M., Hellwig, M.F. and Pfleiderer, P.C., 2013. Fallacies, irrelevant facts,
and myths in the discussion of capital regulation: Why bank equity is not socially expensive.
MPI Collective Goods Preprint 2010/42.

Admati, A. and Hellwig, M., 2014. The bankers' new clothes: What's wrong with banking and
what to do about it. Princeton University Press.

Allen, F.,, Carletti, E.and Marquez, R.,2011. Credit market competition and capital regulation.
Review of Financial Studies, 24(4), pp.983-1018.

Ang, A, Hodrick, R.J., Xing,Y.and Zhang, X., 2006. The cross-section of vol atility and expected
returns. The Journal of Finance, 61(1), pp.259-299.

Baker, M., Hoeyer, M.F. and Wurgler, J.,2016. Therisk anomaly tradeoff of |leverage. Working
paper National Bureau of Economic Research.

Baker, M. and Wurgler, J.,2015. Do strict capital requirements raise the cost of capital? Bank
regulation, capital structure, and the low-risk anomaly. The American Economic Review,
105(5), pp.315-320.

Basel Committee on Banking and Supervision. 2010. An Assessment of the Long-Term
Economic Impact of Stronger Capital and Liquidity Requirements. Interim Report Bank for
International Settlements, Basel, Switzerland.

Basel Committee on Banking Supervision, 2016. Literature review on integration of
regulatory capital and liquidity instruments. Working Paper no. 30.

Brooke, M., Bush, O., Edwards, R., Ellis, J., Francis, B., Harimohan, R., Neiss, K. and Siegert, C,,
2015. Measuring the macroeconomic costs and benefits of higher UK bank capital
requirements. Financial Stability Paper, 35.

Bolton, P.and Freixas, X., 2006. Corporate finance and the monetary transmission mechanism.
Review of financial Studies, 19(3), pp.829-870.

Calomiris, C.W. and Kahn, C.M., 1991. The role of demandable debt in structuring optimal
banking arrangements. The American Economic Review, pp.497-513.

Clark, B., J. Jones, and D. Malmquist. 2015. Leverage and the cost of capital: Testing the
relevance of the Modigliani-Miller theorem for US banks. Office of the Comptroller of the
Currency Working Paper.

Cosimano, T.F.and Hakura, D.S.,2011. Bank Behavior in Response to Basel lll: ACross-Country
Analysis. International Monetary Fund.

D'Erasmo, P., 2014. Capital Requirements in a Quantitative Model of Banking Industry
Dynamics. In 2014 Meeting Papers (No. 476). Society for Economic Dynamics.

De Bondt, G.J., 2005. Interest rate pass-through: empirical results for the Euro Area. German
Economic Review, 6(1), pp.37-78.

De Resende, C., Dib, A. and Perevalov, N., 2010. The macroeconomic implications of changes
in bank capital and liquidity requirements in Canada: Insights from the BoC-GEM-FIN (No. 2010-
16). Bank of Canada Discussion Paper.

Diamond, D.W.and Rajan, R.G.,2000. A theory of bank capital. TheJournal of Finance, 55(6),
pp.2431-2465.



APPROPRIATE CAPITAL RATIOS IN M AJOR SWEDISH BANKS —NEW PERSPECTIVES

Elliott, D.J., 2009. Quantifying the effects on lending of increased capital requirements. Pew
Financial Reform Task Force.

European Central Bank.2011.Common equity capital, banks’ riskinessand required return
on equity. Financial Stability Review, December.

Gorton, G. and Metrick, A.,2012. Securitized banking and the run on repo. Journal of Financial
economics, 104(3), pp.425-451.

Gorton, G., 2010. Slapped by theinvisible hand: The panicof 2007. Oxford University Press.

Hanson, S.G., Kashyap, AK. and Stein, J.C., 2011. A macroprudential approach to financial
regulation. The Journal of Economic Perspectives, 25(1), pp.3-28.

Harimohan, R., McLeay, M. and Young, G.,2016. Pass-through of bank funding costs to lending
and deposit rates: lessons from the financial crisis. Bank of England Staff Working Paper, no.
590.

Holmstrom, B.and Tirole, J., 1997. Financial intermediation, loanable funds, and the real sector.
The Quarterly Journal of economics, 112(3), pp.663-691.

Junge, G. and Kugler, P.,2013. Quantifying the Impact of Higher Capital Requirements on the
Swiss Economy. Swiss Journal of Economics and Statistics (SJES), 149(l11), pp.313-356.

Kashyap, AK., Stein, J.C. and Hanson, S., 2010. An analysis of the impact of ‘substantially
heightened’capital requirements on large financial institutions. Booth School of Business,
University of Chicago, mimeo.

King, M.R., 2010. Mapping capital and liquidity requirements to banklending rates. Bank for
International Settlements, Basel, Switzerland Working Paper.

Kisin, R.and Manela, A., 2016. The Shadow Cost of Bank Capital Requirements. Review of
Financial Studies, 29(7), pp.1780-1820.

Leland, H.E.and Pyle, D.H., 1977. Informational asymmetries, financial structure, and financial
intermediation. The Journal of Finance, 32(2), pp.371-387.

Mehran, H. and Thakor, A.,, 2011. Bank capital and value in the cross-section. Review of
Financial studies, 24(4), pp.1019-1067.

Mendicino, C., Nikolov, K., Suarez, J. and Supera, D.,2015. Welfare analysis of implementable
macroprudential policy rules: heterogeneity and trade-offs. Unpublished: European Central

Bank (ECB) and Center for Monetary and Financial Studies (CEMFI), Frankfurt.

Miles, D., Yang, J. and Marcheggiano, G., 2013. Optimal bank capital. The Economic Journal,
123(567), pp.1-37.

Miller, M.H., 1977. Debt and taxes. The Journal of Finance, 32(2), pp.261-275.

Modigliani, F.and Miller, M.H., 1958. The cost of capital, corporation finance and the theory of
investment. The American economic review, pp.261-297.

Mojon, B., 2000. Financial structure and the interest rate channel of ECB monetary policy.
Working Paper Series 0040, European Central Bank.

Myers, S.C. and Majluf, N.S., 1984. Corporate financing and investment decisions when firms
haveinformation thatinvestors donothave. Journal offinancial economics, 13(2), pp.187-221.

37



38

STAFF MEMO

Noss, J. and Toffano, P., 2014. Estimating the impact of changes in aggregate bank capital
requirements during an upswing. Bank of England Working Paper.

Ross, S.A., 1977. The determination of financial structure: the incentive-signalling approach.
The bell journal of economics, pp.23-40.

Shin, H.S., 2014. Bank capital and monetary policy transmission, ECB Forum on Central
Banking, Monetary policy in a changing financial landscape, 25-27 May, 2014, Sintra.

Slovik, P.and Cournéde, B.,2011. Macroeconomicimpact of Basel I1l. OECD Working Paper.

Stein, J.C., 2012. Monetary Policy as Financial Stability Regulation. The Quarterly journal of
economics, 127(1), pp.57-95.

Stiglitz, J.E., 1973. Taxation, corporate financial policy, and the cost of capital. Journal of Public
Economics, 2(1), pp.1-34.

Suttle, P., Hodnett, D., Penn, B., Kindelan Oteyza, A,, Everett, R., Quinn, R.and Brunel, J., 2010.
Interim Report on the cumulative impact on the global economy of proposed changes in the
banking regulatory framework. Washington, DC: Institute of International Finance.

Toader, 0., 2015. Estimating the impact of higher capital requirements on the cost of equity:
an empirical study of European banks. International Economics and Economic Policy, 12(3),
pp.411-436.


http://www.oecd-ilibrary.org/docserver/download/5kghwnhkkjs8.pdf?expires=1444226375&id=id&accname=guest&checksum=A44AAE66444E27722BDBAFABF461DCD8

APPROPRIATE CAPITAL RATIOS IN M AJOR SWEDISH BANKS —NEW PERSPECTIVES

Appendix B - The impact of higher capital
requirements on GDP

Anna Grodecka

Introduction

Higher capital requirements, while reducing the probability of a crisis, may also be costly for
society. Morespecifically, they may increase banks’ funding costs, and banks may res pond by
raising lending rates.*® This could have a negative impact on theinvestment of companies that
finance their production with bank loans, and on the spending of households that use bank
credit to finance their consumption, potentially resulting in a lower GDP level.

There is uncertainty about how much capital requirements would actually raise the cost of
capital intheeconomy. The extent to which banks’ funding costs could increase due to higher
capital requirements and are passed on to banks’ clients depend on country- and regulation-
specificfactorsand the degree of the Modigliani-Miller offset (for a more detailed discussion,
see Appendix A). The Modigliani-Miller theorem states that funding costs of a bank should not
depend on the mix of equity and debt financing (Modigliani and Miller, 1958).4° With higher
equity, a bank becomes safer,andassuch, therequired return on equity should fall, making it
relatively less expensive. However, due to various frictions including, but not limited to, tax
subsidies for debt financing and explicitand implicit government guarantees, this Modigliani-
Miller offset does not fully materializein reality. Thus, if we require banks to hold more equity,
their funding costs will likely increase. However, it should be noted that, in order for higher
capital requirements to reduce corporate investment, the Modigliani-Miller theorem has to fail
twice, both at the bank level and the company level.

We evaluatethelong-run GDP effect of increased capital requirements using two general
equilibrium models with different characteristics. These models capture feedback effects
between differentsectorsintheeconomy. Wefocus ontheimpacton GDP oncethe economy
has settled into a new equilibrium (steady state), rather than transitory effects.

The first model contains banks and a capital requirement that allows us to perform the
analysisin onestep (lacoviello, 2015). The second model requires two steps: first, an estimation
of the effect on banks’ lending rates, for which we rely on the estimates from Appendix A
Second, we evaluate the effect of such an increase in lending spreads in the Riksbank’s
macroeconomic model, RAMSES.>? lacoviello (2015)is particularly well-suited to our policy
experimentbecause, unlike many DSGE models, it contains a capital requirement for banks. A
benefit of using RAMSES is that the model is particularly apt for the Swedish economy.

Both approaches generatesimilarresults. Our analysis suggests thata 1 percentage-point
increase inthe equity to total assets ratio may lower the long-run GDP level by about 0.09—
0.13 per cent, depending on the model used.>!

48 See Appendix A “Do higher capital requirements affect lending rates?” In this Appendix, we use the terms lending rates and lending
spreads interchangeably. We refer to the lending spread as to the difference between lending rates and deposit rates. If capitd
requirements do not have an impact on the deposit rate (as in the models discussed in this Appendix), the change in the lending spread
will be entirely due to the change in lending rates.

4% Note that the Modigliani-Miller theorem refers to having equity and not raising new equity. It might be that raising new equity may
increase bank funding costs temporarily, but not permanently, if no further frictions occur. See the discussion in Miller (1995).

50 RAMSES is a DSGE model used atthe Riksbank to produce a macroeconomic forecast, alternative scenarios, and for monetary policy
analysis. See http://www.riksbank.se/sv/Press-och-publicerat/Publicerat-fran-Riksbanken/Ovriga-rapporter/Occasional-Paper-
Series/2013/No-12-Ramses-ll--Model-Description/.

51 These estimates do not change with the starting capital ratio, or change very little.
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Different ways of calculatingthe impact of capital regulation on
GDP

Our analysis compares results from different methods. Specifically, we use a one-step and a
two-step approach for Sweden and we compare our results with estimates for other countries
thathave mainlybeen estimated using atwo-step approach. Hence, the results that we discuss
belong to three categories, with the last one mainly used for robustness:

1. Steady-state comparison in the lacoviello (2015) model One-step
2. Long-run effects of a higher lending spread in RAMSES model Two-step
3. Empirical and semi-structural estimates of the relationship between | Two-step
lending spreads and GDP for other countries

Itis nota priori clear which of these methods is superior. Making the calculationsin one step
puts a lot of faith into one specific model, while spreading the analysis over multiple steps
introduces uncertainty at each step of the analysis. Given this uncertainty, we find it suitable
to use both (1) and (2) in our analysis for Sweden, and relate the magnitude of that estimate

to (3).

Table1l summarisestheresults fromall three approaches. The remainder of this Appendix
discusses the calculationsin more detail.

Table 1. Comparison of the results obtained with different approaches

Method/model

Experiment

Change inGDP

Changein
lending
volume

Changein
lending
spreads

Changein
investment

One-step analysis

lacoviello (2015)

permanent1
p.p.increasein
NRWCR>2

-0.13%

-1.6%

+46 bp

Firms Hhs

-1.5% | -1.9%

-0.36%

Two-step

analysis

RAMSES

permanent
16.3bp
increasein
lend. rates>3

-0.09%

+16 bp

-0.27%

Empirical and semi-structural

estimates for othe

rcountries

Minneapolis
Plan (2016)

permanent 10
bp increasein
lend. rates

-0.1%

Bank of England
(2015)

permanent 10
bp increasein
lend. rates

-0.05%

Locarno (2011)

temporary
persistent12
bp increase in
lend. rates

[-0.03%, - 0.39%]

permanent1
p.p.increasein
RWCR>4

-0.18%

Gambacorta
(2011)

permanent 2
p.p.increasein
RWCR

-0.19%

-0.36%

+5bp

52 NRWCR stands for non-risk-weighted capital ratio.
53 The experiment in RAMSES is designed to engineer a 1 p.p.increase in the equity to total assets ratio.
54 RWCR stands for risk-weighted capital ratio.
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Analysis using the lacoviello (2015) model

The model of lacoviello (2015) allows us to assess the GDP effects of increased capital
requirements in one step, since it features banks facing capital requirements set by a
regulator.>> Banks in the model serve as financial intermediaries, collecting deposits from
household-savers and extending loans to entrepreneurs and households that borrow against
housing collateral. The capital ratio in the model is defined as theinverse of leverage, in other
words, it refers to capital to total assets. The model does not feature risk weights.

The mechanismthatultimately leads to a lower GDP level inthe model as a resultof an
increased capital ratio is best explained in terms of the balance sheet channel. To meet the
target of a higher capital requirement, banks can either adjust the asset side of their balance
sheet (by deleveraging, thus reducinglending) or theliability side (by raising more capital). If
they decide to raise capital, their funding costs increase (in a world with frictions, the
Modigliani-Miller theorem does not hold and thus equity is more expensive than debt) and
they will pass these higher costs onto their customers, i.e. companies and households, in the
formofincreased lending rates. In the model, banks adjust both sides of their balance sheet to
meet higher capital requirements. As demonstrated in Table 1, they reduce the lending and
increasethelending rates, which makes theinvestment by companies, as well as consumption
smoothing and financing by households more difficult. As a result, GDP falls. Note that to the
extent that a Modigliani-Miller offset would actually occur, the model we are using will
overstate the negative effect on GDP. Analogously, to the extent that companies can use
financing sources other than banks, our estimate should be seen as the upper bound on the
drop in GDP.

The original model has been calibrated to the US data. We change the calibration to
match some aspects ofthe Swedish data, inparticularthe ratioof household indebtedness and
corporateloansto GDP, the required return on bank equity, and the LTV ratio for mortgages.>®
The steady-state capital ratioissetat5 per centand in our experiment, we look at the effects
of a 1 percentage-pointincreasein the capital ratio, from 5 per cent to 6 per cent. As presented
in Table 1, GDP decreases by 0.13 per cent. This effect takes into account increased lending
rates and a fallin lending to both the corporate and the householdsector. Given high levels of
household indebtedness inSweden, the latter effectis importantto accountfor sinceit points
to a channel whereby capital requirements may reduce the cost of a financial crisis, by making
households’—notjustbanks’—balance sheets moreresilient (if we believe thatthere may be
too much debt in the economy, which could lead to debt overhang effects).

Comparison with the macroeconomic model used in Sveriges Riksbank (2011)

In 2011, theRiksbank published a study (Sveriges Riksbank, 2011) assessing the real economy
costs of higher capital requirements using another DSGE model with banking, developed by
Meh and Moran (2010). Inourview, several features of the Meh and Moran (2010) model used
intheRiksbank(2011) makeitless aptfor our analysis. In contrastto lacoviello(2015), in Meh
and Moran (2010) the capital requirementis not set by the regulator, but arises endogenously
as a resultof a moral hazard problem between banks and household-depositors.57 In practice,
this endogenouslyarising capital requirement means thatthecapital ratioin Meh and Moran
(2010) is a function of other model parameters, and is not one fixed number that can be
changed when the experiment of increased capital requirements is conducted.

The endogenous capital level in Meh and Moran (2010) is interesting from a research
perspective butarguablymakes itless appropriate for evaluating capital requirements froma
policy perspective. Thereason is thatin this model, itis possible to arrive ata capital ratio that
is 1 percentage-point higher in multiple ways, by different combinations of parameters

55 We use the extended model presented in the paper to address our question. Unlike the basic model that features only corporate
borrowing, the extended model features both corporate and household borrowing.

%6 In our steady state, mortgage debt to GDP is at 52 per cent, corporate loans to GDP at 117 per cent, ROE at about 12.5 per cent, LTV
ratio for mortgages is set at 85 per cent. We match these moments by adjusting the discount factors of economic agents in the modd,
changing the LTV ratios for households and companies, as well as the capital ratio.

57 Ensuring investment in good projects involves monitoring costs. Because households cannotobserve the extent to which the banks
actually monitor, they require the banks to also invest their own funds in the lending operations. This gives the banks “skinin the game’,
ensuring that they monitor the companies.
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influencing the endogenous capital ratioin equilibrium. This can undermine the robustness of
the results. Moreover, it seems that reality is more closely aligned with the lacoviello (2015)
model, as banks often have to be forced to hold more capital. The effects on GDP of an
experimentin which the parameters are changed to ensure thatthe economy optimally arrives
at a particular capital ratio (as in the Meh and Moran, 2010, model), are likely to be very
different from an experiment in which the banks are forced to hold more capital (as in the
lacoviello, 2015, model).

The more recent modelling approach of lacoviello (2015), whichwas notavailable at the
time of the Riksbank 2011 analysis, offers a more realistic description of the regulatory
framework, as well as a unique and non-disputable wayto arrive at higher capital requirements
providing fora moretransparentanalysis. Moreover, while the Meh and Moran (2010) model
is silent on household borrowing, the lacoviello (2015) framework gives mortgage lending an
importantrole.Intheface of rising household indebtedness linked to increasing housing prices
in Sweden, this channel of bank lending should not be ignored and hence, we opt for using
lacoviello (2015) as our benchmark.

We also compare our estimates to results of similar studies conducted for other
countries. Angeliniand Gerali(2012)conduct an experiment similarto ours, based on a Gerali,
Neri, Sessa and Signoretti (2010) framework estimated for the euro area. Angelini and Gerali
(2012) estimatethelong-run GDP effect of a 1 percentage-pointincreasein the risk-weighted
capital ratio to range from a minimum of 0 per cent to a maximum of -0.36 per cent, which
could potentially imply much higher costs than those reported in this study and in Sveriges
Riksbank (2011).

Analysis using RAMSES

The models used to evaluate GDP effects of higher capital requirements in the two-step
approach do not have a banking sector or capital requirements incorporated, but they still
allow for an examination of the effects of higher lending rates on GDP. A necessary input to
this analysis is the lending rate increase whose effects one wants to evaluate. In Appendix A,
we summarise a range of studies that estimate the effect of increased capital requirements on
lending rates for other countries. We use the average of the estimates found in these studies
as input to the further general equilibrium analysis. Comparing different estimates, we find
thata 1 percentage-pointincreasein the capital ratio (non-risk-weighted) on average leads to
an increase in lending rates of 16 bps (see Table 2 in Appendix A “Do higher capital
requirements affect lending rates?”). This is a lower estimate than that obtained from the
lacoviello (2015) model. It may be due to the fact that the computed average relies both on
studies using the Modigliani-Miller framework, and studies not using the Modigliani-Miller
framework. Depending on the assumed Modigliani-Miller offset (absent in lacoviello, 2015),
the increase in lending rates due to higher capital requirements differs. Interestingly, despite
the differences in the lending rate, both models suggest a similar GDP response, which
emphasises the need to use more than one model to ensure the robustness of our results.

RAMSES is a general equilibrium model estimated on Swedish data used at the Riksbank
for the purpose of forecasting and monetary policy analysis.>® Lending spreads in the model
are endogenous and are a function of entrepreneurial net wealth amongst other variables.
When entrepreneurs have less of their own funds to invest, the lending spreads increase, which
raises their cost of investment. In the long run this reduces the capital stock and pushes GDP
down.

RAMSES has been used as input for the analysis reported in the Monetary Policy Report
from July 2014, that assesses the effects of stricter capital requirements on the economy
(Sveriges Riksbank, 2014). Given thatlending spreads arisein the model endogenously, in the
steady state of the model, the spreadis nota fixed parameter, buta function of other model
parameters, similar to the capital ratio in the Meh and Moran (2010) model. Changing the

58For a description of RAMSES, see Adolfson et al (2013). In the model the repo rate is set according to a simple monetary policy rule in
which the repo rate depends on the deviation ininflation from 2 per centand on resource utilisation, measured as the difference between
actual hours worked and potential hours worked.
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steady-state lending spread thus requires a judgemental decision and can be done in many
different ways. That is why, in our experiment, instead of comparing the steady-state values,
we choose to look at the long-run dynamic responses of the log-linearised model to a shock
that permanently pushes up the lending spreads.>® An exogenous shock that drives up the
lending spreads by 16 bps leadsin RAMSES to a declineinGDP of around 0.09 per centin the
long-run equilibrium, as reported in Table 1.

Empirical and semi-structural estimates for other countries

Apartfrom conducting the experiments with the models adapted to the Swedisheconomy, we
look atestimates that were madefor other countries that attempted to address the question
of real economy effects of increased capital requirements using their own general equilibrium
or reduced form models. In this section, we briefly report their results that are presented in
Table 1.

The Minneapolis Plan®®

The Minneapolis Fed presented its “Minneapolis Plan” in November 2016. The Plan is a
proposal for sharply increased capital requirements with the aim of ending the existence of
‘too big to fail’ financial institutions in the United States. Part of the plan entails increasing
capital levels held by the banks and weighing the benefits thereof against the costs. The cost
analysis proceeds in two steps and in the second step, the effects of higher lending spreads on
GDP are estimated.

To translatetheincreasein lending spreadsinto a GDP effect, the Fed’s FRB/US model is
used. Itis a substantial macroeconometric model containing approx. 300 equations used for
forecasting, simulating scenarios and evaluating policy options.! The model does not include
a banking sector, butitincludes a range of different interest rates. The increase in the loan
spread is assumed to affect commercial lending. The results from the FRB/US model suggest
thata permanent 10 bps increaseinlending spreads would reduce the GDP level annually by
0.10 per centin equilibrium.

Bank of England (2015) calculations

A recent Financial Stability Paper published by the Bankof England uses the two-step approach
to estimate real economy effects of increased capital requirements (Brookeetal.,2015). The
authors use a set of semi-structural macroeconomic models (not further specified) in order to
translatethe estimated increasein the lending spread into the GDP effect. Their results suggest
that a 10 bps increase in lending spreads could reduce output by up to 0.05 per cent in
equilibrium. Theauthors notethattheir assessed costis lower than the estimates from the LEl
report, published by the Basel Committee in 2010 (BCBS, 2010).

Locarno (2011), BIQM model

Locarno (2011) assesses theimpactof Basel Ill on theltalianeconomy with the use of a BIQM
(Bank of Italy Quarterly Model), which is a semi-structural large-scale macroeconometric
model. The study assesses thatanincreaseinlending spreads of 12 bps can lead to maximum
GDP declinethatoccurs during thetransition period in therange of 0.03-0.39 per cent. Using
a different approach (not specified in the paper), Locarno (2011) reports that in the steady
state, thedeclineinGDP is estimated to be0.18 per centasaresponseto a 1 percentage-point
increasein the risk-weighted capital ratio. The study was used in the LEl report.

% In the model, the entrepreneurial wealth shock is the main driver of lending spreads. We look at impulse responses to this shock
(persistence parameter is set at 1) in order to infer the GDP response.
80https://www.minneapolisfed.org/~/media/files /publications/studies /endingtbtf/the-minneapolis-plan/the-minneapolis-plan-to-end-
too-big-to-fail-2016.pdf?la=en

61 The FRB/US model is different from DSGE models as the expectations of agents are formed in a different way. They may be either
consistent with the full knowledge of the model (as in DSGEs) or based on projections from estimated VAR models. The optimisation
problems of the agents in the FRB/US model are more short-term, resulting in an effective planninghorizon close to five years, as opposed
to an infinite horizon inthe DSGE models. Moreover, the FRB/US model allows fornonlinear interactions among endogenous vari ables,
while most DSGE models are linearised around the steady state.
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Gambacorta (2011), VECM model

Gambacorta (2011) uses a VECM (Vector Error Correction Model) estimated on the US data
from 1994 to 2008 to assess the effects of Basel 1l reforms. Like Locarno (2011), it is a study
that was used in the LEl report. Gambacorta (2011) reports steady-state effects of increasing
the risk-weighted capital ratio by 2, 4 or 6 percentage-points. The estimates suggest that a 2
percentage-pointincreasein thecapital to risk-weighted assets ratioleads to a GDP decrease
of 0.19 per cent and a decreasein lending of 0.36 per cent. The effect is almostlinear, sofor a
1 percentage-pointincrease in the capital to risk-weighted assets ratio, the GDP declineis
around 0.09 per cent. If we assume that risk-weighted assets correspond to around 50 per cent
of total assets, the results would suggest that a 1 percentage-point increase in the capital to
total assets ratio corresponds to a fall in GDP of 0.18 per cent.

Conclusion

In this short note, we present various estimates of the GDP effects of higher capital
requirements on the Swedish economy in the long run. Our one-step analysis using the
lacoviello (2015) model suggests that raising the non-risk-weighted capital ratio by 1
percentage-point can lower the long-run GDP level by about 0.13 per cent. In our two-step
analysis, theincreasein lending spreads dueto higher capital requirements is taken as given,
and the GDP response is calculated using RAMSES, a DSGE model developed at the Riksbank
and estimated on Swedish data.®2 This experiment suggests that a 16 basis-point increase in
lending spreads (corresponding to a 1 percentage-pointincrease in the non-risk-weighted
capital ratio) could lead to a fall in GDP of around 0.09 per cent.

How do our results compare to other studies? Generally speaking, more recent studies
suggesta GDP responseto higher lending spreads and capital requirements inthe ballpark of
our estimates obtained with lacoviello(2015) and RAMSES, while older studies, such as those
used in the BSBC (2010) calculations, suggested larger effects.%3

Given thatwe haveaccess to new data and new types of models compared to 2010, when
models incorporating banking andfinancial frictions wereatan early stage of developmentin
the wake of the global financial crisis, we believe that some of the earlier estimates of the
impactof higher capital levels on economy need to be reassessed with the use of new dataand
methods. Furthermore, itisimportant to note than inmany DSGE models, like lacoviello (2015)
that we usein our analysis, the Modigliani-Miller offsetis absent, so if we were to consider the
possibility that banks’ shareholders may demand lower return on equity, when the banks
become more capitalised, the ultimate increase in lending spreads, and thus, the GDP effect,
would be even lower. As discussed in Appendix A, many studies report evidence of a
Modigliani-Miller offset of at least 40-50 per cent.

62 The extent to which higher capital requirements will increase lending spreads is an empirical question and it has not been examined
for Sweden yet. That is why, in the first step of the two-step analysis, we need to rely on estimates for other countries.

63 While comparing the effects of different studies itisimportant to account for the difference in capital ratio used therein. Given that
risk-weighted capital ratios are country-specificand the increase in them can be driven both by anincrease in capital and by a decrease
in risk weights, we choose the more rigorous approach and examine the effects of an increase in the non-risk-weighted capital ratio.
Thus, any translation of our results into risk-weighted capital ratios has to be time-dependent, taking into account the levels of capital,
assets and bank risk weights in a given period of time.
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Appendix C - The economic cost of financial
crises

Gabriel Soderberg

Introduction

Financial crises have historically involved large social costs. Most recently, the global financial
crisisthatstarted in2007led to a severedownturn in the global economy. Moreover, ten
years after its outbreak, recovery remains sluggish inmany parts of the world. The question
of how costly a future financial crisis will be is highly relevant for determining an appropriate
level for capital requirements for banks.

This memo gives an overview of the economic costs of financial crises. Past experience
of financial crisesis a good starting point for assessing the expected cost of any future crisis.
The literature on how to estimate the cost of a financialcrisisis, however, still in its infancy.%*
We summariserecentresearchdrawing on pastexperiencefroma large number of
countries, as well as some studies thatlook specifically at the Swedish crisisin the 1990s.
There arereasonsto expecta financial crisis to be particularly costly for an economy like that
of Sweden. Based on existing empirical estimates of the cost of the Swedish crisisinthe
1990s, our assessmentisthatthe costof a future Swedish crisis could bein the vicinity of 180
per cent of GDP in presentvalueterms, or possiblyeven higher.

Methods for estimating the cost of a crisis

Inthe literature, the costof a crisisis typically defined in terms of foregone output, expressed
as a reduction in gross domestic product (GDP). This definition facilitates comparisons
between differentcrises butalso disregards the social costs of a crisis, which are not
adequately captured in GDP statistics. Government bailouts of the banking sector, as well as
fiscal stimulus, mightreducethefallinGDP, butlead to lasting government debt problems.
Some costs arealsoborne unequally. For example, individuals who become unemployed as a
resultofa crisis arelikelyto suffer larger welfarelossesinboth theshortand thelongrun,
compared tothosethatretain theirjobs throughoutthecrisis. Anincreaseinunemployment
followinga crisis can leadto losses in job skills, which tends to make it more difficult forthe
individuals concerned to secure future employment. In addition, ithas been argued that
economic conditions caused by a financial crisis might fuel political extremism with far-
reaching social consequences.®>

Empirical estimates of the outputloss, in terms of national GDP, thatfollows froma
financial crisis differ considerably.66. The dot-com bubblein2001 was not particularly costly
interms of real economic effects, while the subprime crisisin2008 entailed substantial costs.
Financial crises alsoappear to be more costlyin developed countries than in less-devel oped
countries.®”

Moreover, there is no universal definition of a financial crisis. With a narrow crisis
definition, for instance onlycrises thataresystemicinnature, the sample willcontain fewer
and often larger crises, whichtend to increase the estimate. Abroad definition of crisis
instead meansthatthesamplewillinclude a greater number of small crises, which reduces
the estimate. An example of this is Romer and Romer (2015) whichuses a very broad

64 Haldane (2010).

65 Bromhead et al. (2012).

6 Haugh et al. (2009), p. 24.

67 Hoggarth et al. (2002), Cerra and Saxena (2008).
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GDP

definition of crisis: a risein the cost of creditintermediation.®® With this broad definition
Sweden had eightfinancial crises between 1992 and 2010. Unsurprisingly, given this broad
definition, the paper finds that theimpact of financial crisis tends to be moderate.

Another difference between studies, with significantimplications for their results, is the
end pointofthecostestimate. In particular, theresults are typically highly sensitive to
whether the effects of a crisis on the GDP level are assumed to be temporary or permanent.®®
In Chart1theexampleon theleftshows a hypothetical economy inwhich the financial crisis
resultsin outputloss, butthe economy subsequentlyrecovers to the pre-crisis growth trend.
The exampleon theright, in contrast, shows an economy in whichthecrisishas a permanent
effect and theeconomy is shifted onto a lower growth trend.

Figure 1. Assessing the costs of financial crisis

GDP

——Trend

~—Trend
-=-=Trend after crisis

Crisis Time Crisis Time

Source: BCBS (2010), p. 9.

Chart1alsoillustrates fourdifferentapproaches to setting startand end points of cost
calculations:”° (i) From the pre-crisis peakin GDP to the lowest point before GDP starts to
increase again (between pointAand B). (ii) From the pre-crisis peak to the point where the
GDP growth rate, i.e.the slope ofthecurve, returns toits pre-crisis level (Ato C. (iii) From the
pre-crisis peakuntil the GDP level returnstoits pre-crisis growth trend (Ato D in the left-hand
example). (iv) Allow for permanent effects of the crisis whereby the economy shifts to a |ower
growth path. The difference between the pre-and post-crisis trend is denoted § in Chart 1.
Permanenteffects and cumulative losses mean thatthe cost of the crisisis measured

duringallyears fromthe onset of thecrisis and over an infinite horizon. Thisis notas
dramaticasitsounds. In effect, it means thata crisis entails “l ost” years thatare not
subsequently recouped. The economy returns to its pre-crisis growth rate, but the lostyears
mean thatin each subsequentyear the GDP level is lower than itwould have been without
the crisis.

In caseof permanent effects the presentvalue of the future outputloss can be
calculated according to the following formula:

)

4

Cumulative loss =

1 . .
wherea = o andr is thediscountrate.”?
T

8 Romer and Romer (2015), p. 8.

9 |n many studies there is no explicitly stated assumption about whether the effect is permanent or temporary. However, if only
measuring the cost between a start and an end point, permanent costs are nottaken into account. For the sake of simplification, we will
refer to such studies as estimating non-permanent effects.

70 This section is based on BCBS (2010).

71 BCBS (2010), p. 34.



APPROPRIATE CAPITAL RATIOS IN M AJOR SWEDISH BANKS —NEW PERSPECTIVES

Some studies seek to estimate thereduction in GDP during a specific year, or duringa
specified interval immediatelyfollowing the crisis such as peak-to-trough. Such short-run
estimates will invariably lookmodestcompared to estimates of the cumulative effect of a
lower GDP level in the future. The differenceis particularlystarkif the crisis is assumed to
have permanent effects, in whichcasetheeconomy never returns toits pre-crisis growth
path.Oneway to arriveatcumulative estimates based on such studies is to calculate the
presentvalueunder theassumptionthatthe estimated short-run effect persistsinto the
future (seefor examplethe studies listed as Infinite horizon (permanent effects)in Table Al1.1
in BCBS,2010).72

Literature review

We review theliteraturein two parts. Thefirst part covers studies thatestimate short-run
effects of financial crisis, i.e. costs from the onset of the crisisto pointB, C,or Din Chart1.
The second partcovers studies thatlook at costsinthelongrun.

Short-run effects

Usinga sample of 15 developed countries and 22 |ess-developed countries, Hoggarth etal.
(2002) estimate the difference between trend and actual output during a crisis. They find that
the cumulative effect of a financial crisis for devel oped countries on average amounts to
around 21 per centofannual GDP,and around 16 per cent for less-developed countries.
These estimates refer to the cumulative effect during the crisis itself, but do not takeinto
accountlong-run effects on the GDP |evel.

Laeven and Valencia (2008) estimate the costin terms of GDP from thecrisis and the
three following years. This results in estimates ranging from zero per cent of GDP to around
100 per centwith a mean of around 20 per cent. An update, Laeven and Valencia (2012),
includes alarger sampleand anestimate of the cost of the 2007-2008 financial crisis. The
averageoutputlossforthelatter is estimated to be 23 per centof annual GDP in the euro
area and 31 per centinthe United States.

Based on the definition anddatabase of Laeven and Valencia (2008), Cecchettietal.
(2009) finds “tremendous diversity” in the outcomes of different crises.”? Costis measured as
the cumulativelossin GDP over the duration of the crisisinper cent of its pre-crisis peak
level. Using this method ten out of the 40 crisesin thesamplearefound to havelosses of
above 25 per cent of pre-crisis GDP.

Haugh et al.(2009) studies the effects of financial crisis using OECD data on thegap
between outputand potential output. The conclusions arethatthe costs varied between
differentcrises in different countries, with thecrisisinthe early 1990s of Japan being theonly
one that permanently seems to havelowered the country’s growth rate.

Long-run effects

Some studies analyse whether a financial crisis canbe expected to have permanent effects on
GDP, but without estimating the size of the effect. For example, Cerra and Saxena (2005)
argued thatSweden’s financial crisisin the 1990s led to a permanent reduction in GDP. Cerra
and Saxena (2008)use a sample of 190 countries to findfurther evidence thatthe outputloss
is highlypersistent. Ramirez (2009) insteadstudies the effects of a single crisis, that of 1893
inthe United States. The results suggest that states which experienced the financial crisis,
such as Nebraska, had lower growth than states that were unaffected, such as West Virginia,
for a longtimeafter thecrisis hadbeen resolved. This suggests that effects of financial crisis
arelong-term. Abiad etal. (2009) likewise find thatthe growth ratein general tends to return
to its pre-crisis level in the medium run, but notthe pre-crisis trend. This would imply
permanentor atleastlong-term effects of thecrisis.

72 Hoggarth et al. (2002), p. 837; BCBS (2010), p. 33.
73 Cecchetti et al. (2009), p. 12.
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Other studies seek to estimate the size of a long-run effect. Boyd etal. (2005) estimates
the actual cost of financial crises in a sample of 23 countries selected from both developed
and less developed countries. The study estimates outputloss in per cent of thereal GDP of
the year precedingthecrisis year, both assuming that the effect of crisisis permanentand
non-permanent. The estimates vary with a mean of 95 per cent for non-permanent effects
and 302 per cent for permanent effects.

Haldane (2010) assumes differentlevels of outputloss fromthe global financial crisis in
2007-2008thatis permanent(ranging from 25 to 100 per cent). Given these assumptions,
the results range frombetween 130 and 520 per cent of annual GDP for the UK, and between
90 and 350 for theworld.

BCBS (2010) puts together a large set of different estimations, encompassing many different
methodologies in orderto assess the benefits of higher capital levels. For estimates assuming
non-permanent effect, the medianis 19 per centof pre-crisis GDP, and for estimates
assuming permanent effects, 158 per cent. Puttingtogether both non-permanentand
permanentestimates, the medianis 63 per cent.Sincethestudyincludes both assumptions
of non-permanentand permanent effects, the benchmark cost of a crisis for assessing the
benefitof higher capital levelsis setat 63 per centof pre-crisis GDP.

Recent researchindicates that the costof a financial crisis may be higherthan
previously thought. In particular, experience since the outbreak of the recent global financial
crisis suggests effects thatare more severe than initially expected. Ball (2014)finds that the
effect of the financial crisis was very diverse across countries, but that there was evidence for
stronglong-term effects. The weighted average outputlossin theyear 2015 alone was
estimated at 8.4 per cent.

Fender and Lewrick (2015) translates the one-year estimatefromBall (2014) to a
presentvalue of future outputlosses, assuming permanent effects, to find animplied a cost
of 180 per cent of pre-crisis GDP.”4 Using this and other recent estimates, the study
subsequently updates the 63 per cent estimate of BCBS (2010)to 100 per centto accountfor
the economic downturn of the global financial crisis proving to be longer, and hence the cost
of the crisis higher, than was expected in 2010.

Table 1 summarises theresults of the studies discussed above.

Table 1. Estimates of the cumulative cost of financial crisis

Per cent of GDP
Study Mean Min Max Assumption
Hoggarth et al. (2002)75 16 0 122 Non-permanent
Laevenand Valencia (2008) | 20 0 123 Non-permanent
Haugh etal. (2009) 21 10 40 Non-permanent
Cecchettiet al. (2009) 18 0 129 Non-permanent
Boyd etal. (2005)* 97 0 194 Non-permanent
Boyd etal. (2005)** 302 0 1041 Permanent
BCBS (2010)* 19 0 130 Non-permanent
BCBS (2010)** 145 0 1041 Permanent
Haldane (2010) 268 90 500 Permanent
Ball (2014)* 8.4 0 35 Non-permanent
Ball (2014)**7¢ 180 0 1035 Permanent

Note: For studies in which estimates for both non-permanent and permanent effects are given, the non-permanent are marked with *
and permanent effects are marked with **.

74 BCBS (2015), p. 48.
75 Estimates are for industrial countries, using GAP2 methodology. See Hoggarth et al. (2002) for further details.
76 Re-estimated for mean by Fender and Lewrick (2015), and maximum by the presentauthor.
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Cost of a Swedish financial crisis

The banking crisis that Sweden experienced in the early 1990s sheds some light on the
possible magnitude of a future crisisinSweden. On onehand somefactors suggestthatthis
costmighthaveincreased. Aboveallthe Swedish banking sector has grown substantially
sincetheearly1990s. Intheyear beforethe crisis the assets of the Swedish banking sector
accounted for roughly 100 per cent of GDP.”” Today the number is closerto around350 per
centof GDP. Problems in a proportionally bigger banking sector, all else being equal, are likely
to havea greater impacton an economy. On the other hand somefactorsincludinga number
of reforms sincethe 1990s suggest a lower cost. Thesereforms include for instance
independence of thecentral bank, newregulations and new resolution framework. Itis
difficultto objectivelyweigh these different factors against each other, so ourbest estimate,
is thatitis notunlikely thatthe costof a futurecrisisin Sweden might be similarto that of the
1990s.

Effects of the 1990s crisis
The financial crisis of the early 1990s entailed a significant decline in economicoutput
between the startandtheend of the crisis (Chart 2).

Chart 1. Swedish real GDP
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The crisis entailed considerable public costs. Government debtincreased sharply (Chart 3),in
partdueto a governmentbailout of the banking sector, butalso to a crisis-induced reduction
intax revenues and increases in publicexpenditures.

77 Based on calculations from Statistisk arsbok for Sverige 1992, p. 224, 277.
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Chart 2. Swedish govemment debt
Per cent of GDP
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Unemploymentincreased fromaround two per centto around ten per cent(Chart 4). When
the crisis was over, unemployment was reduced, but settled on a level that was higher than
beforethe crisis. Although there are several potential reasons for thisincrease, one
interpretation is thatthe crisis broughton a permanentincreasein unemployment.’8

Chart 3. Swedish unemployment rate
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The crisisalso caused anupsurgeinthe number of bankruptcies (Chart 5).

78 Cerra and Saxena (2005).
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Chart 4. Total number of bankruptcies for companies in Sweden
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Againsta backdrop of sharply increased default rates and highunemploymentlevels, the
number of heavily indebted individuals grew. New legislation enacted in 1994 to mitigatethe
problem was only partially successful. In 2013 there werestill 95,000 people who had debt
with the Swedish Enforcement Agency (Kronofogdemyndigheten) that originated from
around thetime of the 1990s crisis.”?

What would the output loss of a Swedish crisis be?

Several factors suggestthatthe costof crisisin Sweden can be expected to be higher thanan
international mean. The Swedish banking sectorislargein relationto thesize of the
economy, equivalentto approximately 350 per cent of GDP. In addition, itis highly
concentrated, dominated by four majorbanks thatare highlyinterconnected. Banks also play
a dominantrolein the provision of creditto companies and households: the corporate bond
marketis small,and mortgages are provided by banks andaretypically not securitised. This
implies thatalternative sources of finance may be more difficult to access if Swedish banks
areunder stress, suggesting thata banking crisis wouldresultin a moreseverecredit crunch
thaninlessbank-oriented economies. Overall, these factors indicate thata future Swedish
crisis couldbe moreseverethan aninternational mean.

There have been a number of attempts to estimate the cost of the Swedish crisisin the
1990s (see Table 2 for summary of different estimates of the costof a crisisin Sweden). Most
of them however only assume non-permanent effects which risks understating the costinthe
event of the effects being permanent or long-run.8% The study that has been chosen hereas
the benchmark estimate for the cost of the 1990s crisis is Boyd etal.(2005). The main reason
is thatitistheonlystudy thatestimatesa cumulative net presentvalue cost of the 1990s
crisisin Sweden assuming both non-permanent effects and permanent effects and withina
coherentframework. Assuming non-permanent effects, Boyd etal. (2005)estimatethe cost
to be around 101 per cent of GDP, and 257 per cent assuming permanent effects.8!

Inorder toreach a baseline estimate, the average of the estimates of the costfor non-
permanentand permanent effects is calculated. Theresultis roughly 180 per cent of pre-
crisis GDP. An estimated cost of crisis of 180 per cent can be compared to the updated
international median estimated by Fender and Lewrick (2015) ataround 100 per cent. Based
on Ball (2014) Fender and Lewrick (2015) also reachthe number of 180 per cent for the

79S0U 2013:78,p. 37.

80 See Laeven and Valencia (2008), Haugh et al. (2009), Cecchettiet al. (2009).

81 Boyd et al. (2005) also performs a calculation in which the end point of summing the costs is simply when they run out of actual data.
The authors note that thisis “surely inappropriate” and so we ignore this number (Boyd et al., 2005, p. 994).
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financial crisis of 2007-2008.This resultis based on the assumptionof a discountrate of 5 per
cent. Recentanalysis suggests however thatequilibrium interestrates may have declined
which would suggestthatusing a lower discountrate would beappropriate.82 In general a
lower discountrate means thatthe presentvalue of the future outputlossincreases, pointing
to a higher cost of crisis. This serves to strengthen our argument that our estimates are high
butnot unreasonable.

Table 2. Ballpark estimate of the cost of a future systemic Swedish financial crisis
Per cent of pre-crisis GDP

Estimate Cost (per cent of GDP) Comment
Sweden, crisis 1990-1994

Boyd et al. (2005), non-permanent 101

Boyd et al. (2005), permanent 257

International average

Fender and Lewrick (2015) 100

Ball (2014) 180 Re-estimated by Fender and Lewrick (2015)

Riksbank (2017) baseline estimate 180 Average of Boyd et al. (2005) high and low
Conclusion

Inthe above, we have described common approaches to estimating the cost of financial
crises and reviewed relevant empirical literature. We have argued thattherearereasons to
expecta financialcrisisto be particularly costly foran economy like that of Sweden. Drawing
on existing empirical estimates of the cost of the Swedish crisis in the 1990s, our conclusion is
thatthe costof a future Swedish crisis could amount to 180 per cent of GDP in presentvalue
terms, or possibly even higher. This estimateis broadly in line with other comparable studies.
Whilerecognising the uncertainty surrounding estimates of this kind, we conclude that
existing research provides strong supportfor the notion thatfinancial crises canentail very
large social costs.

82 Sveriges Riksbank (2017), p. 14-17.
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Appendix D - Structural estimates of the
probability of a bankingcrisis at different
levels of capital

Markus Andersson and Daniel Buncic

Introduction

The probability of a banking crisis is linked to the default probability of individual banks. A
large body of literature deals with the estimation of default probabilities of individual firms.
Whilethe nature of banking activities make banks a distinct type of firm, we can nonethel ess
draw on this literature to shed somelight on the default probability of banks.

Inessence, therearetwo differentapproachesto modelling probabilities of default. One
is reduced form, the other is structural. Reduced form models approximate the properties of
the observed data as closely as possible without being confined by potentially constraining
assumptions of a theoretical model. Structural models are derived from asset pricing theory
and require clear definitions about the stochastic properties of the process of interest.

We implementa standard structural probability of default (PD) model based on Merton
(1974). The Merton model is commonly used as abenchmark structural PD model when new
models are proposed (see for instance, Bharath and Shumway, 2008; and, with an application
to banks, Nagel and Purnanandam, 2016), and is still widel yused by specialised practitioners
inthefinancial industry.

Whilethestandard Merton model approach provides a benchmark, weareawarethatit
has several drawbacks when it comes to estimating the probability of default of a bank (some
of these arediscussed furtherin amoregeneral settingin Nagel and Purnanandam (2016)
and others). In particular, the estimated PDs are sensitive to the volatility of the banks’ assets,
whichisan unobserved process and needs to be estimated from data. Moreover, oncethe
distanceto defaultis determined fromthe model parameters, the likelihood of defaultis
determined under a normal or Gaussian distribution, which does notallow for fattails, a
feature commonly encountered with data on historical bank losses. This property of the
Merton model based PD estimates is likely to indicate a largerreductionin the probability of
defaultforincreasing levels of capital and for a fixed level of volatility than seems plausible
fromempiricallyobserved lossdistributions. | n Appendix E of this staff memo, a reduced
formanalysisis presented which uses a long time-series of historical losses in theentire
Swedish banking system and a more flexible statistical model thatis not confined by the
assumptions of a theoreticalmodel, to offer a contrasting approach.

While recognizing the drawbacks of the Merton model, the intention of this study is to
performa scenario based analysis of the probability of default obtained froma standardand
well known model for different levels of capital. More s pecifically, we ask the following
question: “Whatisthelikelihood of a banking crisis at different levels of capital, assuming
thatassetvaluevolatility can take on values that have historically been experienced in the
Swedish data?” We show that more equity inrelationto total assets significantly reduces the
probability of a banking crisis.
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Modelling the probability of default of a bank

In the Merton model, Equity (E) is a call option on the “Value” (V) of the assetsof a firm,
with a strike price equal to the facevalue of Debt (D), due atmaturity T.83 Equity is defined by
the Black-Scholes-Merton (BSM) equations as:

E=Vd(d,) — exp (—1}T) D (d,)
L In(5) + Gy + 0507

! o NT
dy=d,— o, T,

(1)

where 7; is therisk-freerate, @ isthe cumulative density function(cdf) of a standard normal

randomvariable,and gy, isthevolatility of V. Fromthe (option’s) delta of the equity, equity
volatility is related to asset volatility by:

o5 = = d(dy)oy, (2)

where oy is equity volatility. Theaboveresults arederived underthe assumption thatthe
value of theassets of a firm follows a GeometricBrownian Motion (or diffusionprocess):

dv, = pyV,dt + o,V dW,, 3)

where W, is Brownian motion (increments are standard normal),and p, is a driftterm,

sothat the logof the Vt process is distributed normal:

In(V,) ~N(In(V) + (u, — 0.562)T, 02T)
or (4)
In(v;.) = In(V,) + (uy — 0.562)T + o,NTZy,

where Z; aisstandard normal distributed randomvariable. Defaultoccurs when V; <
D, i.e. the valueof a firm’s assets atmaturity T are less than the debt obligation D
payableatmaturity. Usingthe relations above, the probability of default is then defined

as:

Pr(V, < D) = Pr(In(V;) < In(D)) (5)
= Pr(In(i}) + (uy — 0.562)T + 0,VTZ; < In(D))

= Pr <aVﬁZT < 1n(V2) - (u, - 0.5a§)T)

0

D 2
ln(%) — (u, — 0.562)T
T

=Pr| Z; <

83 The Merton model assumes that debt is a zero-coupon bond with face value D and maturity T. Moreover, markets are assumed to be
frictionless, i.e., there are no transaction costor any other fees, and that the firm cannot pay out dividends or issue new debt. For a full
list of assumptions underlying the Merton model, we refer the reader to the review by Sundaresan (2013). Sundaresan (2013) also offers
a discussion on how reasonable these assumptions are.
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The fractionin thelastexpressionin (5) can berewritten as:

ln(%) — (u, — 0.502)T 1n(%l) +(u, — 0.562)T

o, NT - o, NT
= —dd,

(6)

where
V
In (ﬁ-) + (p, — 0.502)T
T

dd =
(7)

The term ddis known as the “distance to default”. The probability of default follows as:

Pr(V; <D) = o(—dd).
(8)

Two of the key inputs into the Merton model pricing equations are the market value of
assets of thefirm (V), and its volatility (o). Since these two are unknown and/or
unobservable, they are obtained from the BSM option pricing relations defined by:

E=V®(d,) — exp{—7T} DD (d,)
%4
o = Ed?'(dl)av,
(9)
for given values ofE,1} ,D, o, andtimeto maturity T.

To solvefor Vand g, in (9), thefollowinginputsarerequired:

1) The marketvalueof equity (E). This is computed as the number of outstanding
shares onissue (Bloomberg Code: EQY_SH_OUT) multiplied by the stock price
(Bloomberg Code: PX_LAST).

2) Equity volatility 0. This is estimated from daily log returns of the stock prices,

Py
where returns arecomputed asIn .
t-1

3) Therisk-freerater; . Weusethe oneyear treasury (government) rate (Bloomberg
Code: C2591Y Index). Weset a floorfor therisk-free rate of 10 basis points (bp).

4) ThefacevalueofdebtDatmaturity. Wetaketotal liabilities for debt (Bloomberg
Code: BS_TOT_LIAB2).

We sourceall data from Bloomberg. Due to the different frequencies of the series used,
the starting dates as well as the length of the available samples differacross banks and
variables. For instance, equity prices as well as therisk-freerate areavailable atdaily
frequencies from 2"d of January 1990for SEB, 4" of January 1993 for SHB, 9t" of June 1995 for
Swedbank, and 8t of December 1997 for Nordea, and from 25t of February 1994 forthe one
year rate. Both, the book value of Debt (total liabilities) and the number of outstanding
shares onissueareaccounting data and areonlyavailableata quarterly frequency. Debt data
startin March 1997 for SEB and SHB, and March 1999 for Nordea and Swedbank, whilethe
number of shares outstanding are available from March 1992 for SHB, June 1995 for
Swedbank, and March, respectively, June 1998 for Nordea and SEB. All daily dataend on 27t
of April 2017, whilethe quarterlyseries are available until theend of March 2017.
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We follow standard practice and use total liabilities as the face value of debt (see
Bharath and Shumway(2008), page 1344 and Crosbieand Bohn (2003) page 7). Whileitis
possiblethat firms may continue to trade oncetotal liabilities exceed the value of their assets
due to the long-term nature of some of their liabilities, which may notrequireservicing at
maturity T, itis truethatthe default point lies somewhere between total liabilities and
current/short-termliabilities. Taking total liabilities as the default pointis thus more
conservativeand isthe common approachin practice (seealsothediscussion on page7in
Crosbieand Bohn (2003)).

As is discussed in more detail on pages 10—11in Crosbieand Bohn (2003), itis the
market value of the firm'’s assets that matters for the probability of defaultin the Merton
model, and therefore for thefirmthatis analysed. Theinterestratespreadthatfirmspay
over the default-freerateis directly linked to the market’s perception (pricing) of the firm’s
ability to serviceand repay its debt obligations. Put differently, the (default) risk premium
thatis paid by thefirmisa function of the market’s computed probability of default. As
market prices of assets are “forward-looking”, so will be the market price of the value of the
firm,and thus also its PD. The book value of the firmis a backward-looking variable.

For afixed level In (‘;—0) in(7),itisthevolatility of thefirm’sassetvalue (g, ) thatis the

key parameter in the Merton model. Given the link between asset value volatility and equity
volatility in(9), and the empirical fact that equity volatilityis not time-invariant, itshould be
clear thatassetvaluevolatility (g, ) is also time-invariant. It thus seems unlikely that the
simple diffusion specification in (3) with time-invariant volatility is a realistic process for V; .
Further, (unconditional)assetreturns are known to exhibit “fat tails”. Aconvenient way to
address these deficiencies is to specify a time-varying volatility process. Moreover, itis well
known thatrescaling unconditional assetreturns by anappropriate measure of asset
variability will substantiallyreduce, if not eliminate, “fat tails” (see for example Corsi etal.
(2013), p. 286, for anillustration of S&P 5001 og-returns rescaled by an unconditional volatility
and an appropriate “realised volatility” measure).

Nagel and Purnanandam (2016) discuss in more detail theimportance of allowing fora
time-varying volatility process and how low vol atility states adversely reduce the probability
of defaultin the Merton model (seein particular pages 16-19).84

To be ableto capturevolatility states (or changesinvolatility) in equity returns and then
map them to assetvolatility, Nagel and Purnanandam (2016) usea 1-year (backward) rolling
window of data to compute (time-varying)volatility (see page 21). The Merton model,
nevertheless, requires forward-looking volatility over the horizon of the maturity of the asset
of interest. This forward-looking volatility is commonly replaced by a backward-looking
measure by practitioners, thatis, eithera 1-yearrollingwindow asinNagel and
Purnanandam (2016), or a 3-yearrolling window based on weekly equity return data.

We construct 1-year forward rolling window estimates of the volatility of equity. Our
motivation fordoingthisisto be as consistent with the definition of volatility in the Merton
model as possible. Thatis, we define equity volatility o to beusedin (9) to back outV; and
oy as theunconditional volatility computed from equity returns over the next 1-year horizon,
thatis, over thenext 252 days. Weroll forward through the sample to getdaily estimates.
Note thatthese 1-year forward rolling window estimates are numerically identical to the 1-
year backward rolling window estimates, theapproachused in Nagel and Purnanandam
(2016).Theonly difference arethe recorded time stamps. Our preference for usinga 1-year
forward rollingwindow is driven by the factthat we have the benefit of hindsightand know
exactly how equity prices, and hence equity volatilities, have evolved over the year ahead
froma given pointin time, thatis, over the maturity horizonconsidered in the PD
calculations. Evidently, thisis not feasible when wanting to construct real time PD estimates.

84 Note here that the objective of Nagel and Purnanandam (2016) is not to model asset volatility, but tointroduce a new double
contingent claim-based default model that takes into account the factthat bank risk dynamics are non-linear in the sense that the upside
is capped. However, what is clear from the discussion on pages 16-19in Nagel and Purnanandam (2016),and also from the default
probability plot comparison on page 24 (Figure 8 in their paper), is that the Merton model consistently underestimates default
probabilities in low volatility states, while it performs reasonably (sometimes overstating PDs) in states of high volatility ..
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However, since our objectiveis to implementa scenario based analysis, where we compute
PD estimates based on various historical asset value volatilities and different capital levels,
our approach eliminates an additional layer of uncertainty with regards to one of the key
input parameters inthe model. In the analysis that follows, we use the percentiles of the
estimated historical asset value volatilities o}, in a scenario based analysis of the effect of
different capital levels on the probability of a banking crisis in Sweden.

PD estimates of individual banks

To compute the PDs, we initially need to extract the unobserved components V, and g, from
the BSM option pricing relationsin (9). As discussed above, we use (daily) 1-yearforward
rolling window estimates of the volatility of equity (o) in (9). All remaining accounting data,
i.e., the number of outstanding shares on issue and total liabilities (debt) are at quarterly
frequencies. We create daily accounting data from the quarterly series and fill missing entries
with the mostrecentknown values fromthe quarterlyseries. Thus, if debtinformation (total
liabilities) is available for the March quarter (31.03), wefill all following daily date entries with
the samevalue until the June quarter figures are available from 30.06 onwards. For all PD
calculations, we use a maturity horizon of oneyear.

Charts 1to 3 belowshowdaily time series plots of equity prices for the four largest
Swedish banks (Nordea, SEB, SHB and Swedbank) together with estimates of (annualised) 1-
year forward equity volatility (o), and the corresponding 1-year forward asset value volatility
(o) computed fromthe Merton model relationsin (9), allexpressed in percentand plotted
over the entireavailable data range for therespective series of interest. The first two charts
illustrate the familiarrelationship between equity prices andequity volatility. Volatility is
generallylow when equity prices arerising, and tends to rise when equity prices drop (the
leverage effect). Moreover, equity volatility is time-varying and tends to cluster. Assetvalue
volatility (g,/), shown in thelast chart, is alsostrongly time-varying and clusters. Note from
chart 2 thatthe highestvalue of equity volatility (o) of around 120 per centfor SEB occurs at
the end of 1992. However, this highest level of equity volatility is not captured in oursample
of assetvaluevolatility (o), due to the lack of accounting data (debt data startin March 1997
for SEB) needed to back out o, fromtherelationsin (9). Wethinkthatthisisimportantto
highlighthereand shouldbekeptin mind when considering what equityvolatility
magnitudes seem plausible from a historical perspective, which arethenusedas aninputin
the dd formula for the construction of the scenario based PDs. Thatis, the maximumvalue of
the observed historical 1-year forward equity volatility is 20 percentage points higherthan
the maximumin our samplefor which debtdata are available, i.e., from 1998 onwards.

The directimpact of changes in oy, on the probability of defaultin the Merton model is
mostclearly seen fromthe distanceto default (dd) relationin (7), where g, notonly enters in
the denominator, which amplifies or dampens the magnitude of dd, butalso inthe
numerator, which shifts the location of the mean (the —0.5013T term).

61



62 STAFF MEMO

Chart 1. Equity price, the four major Swedish banks
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Chart 2. Equity volatility, the four major Swedish banks
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Chart 3. Asset wolatility, the four major Swedish banks
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In the analysis that follows, we consider a total of five different “plausible” values of
assetvaluevolatility o, thathave historically been observed when we construct PDs for the
four banks, and later on for the entire Swedish banking system. Thesearebased on the 50th,
75th, 90th, 95thand 99t percentiles of a;,. Two other inputs needed for the Merton model -

based PD calculations to beimplemented arethedrifttermof assetvalue (1) and In (‘;—O)
We usethe cross-sectional mean of thetime series average of the book value of return on
assets (ROA) to proxythe growth rate of assets. Thisvalueisaround 0.62 per centin the
samplethatisavailableto us. Overall, and with the exception of the 2008—2009 period, ROA
seems to be a fairly stable process, ranging between 0.4 and 0.8 per cent (in annualised
terms).8> We setthe drifttermat0.62 per centfor all four banks and all five scenarios.

The finalinputin the Merton model formula is the In (Z—O) term, thatis, (log) assets over

debt. Sinceweareinterested in the effect of different levels of capital (Equity/Assets) on the
probability of a banking crisis in Sweden, we rewrite the following relations as:

Assets = Debt + Equity

Assets Debt  Equity
Assets  Assets = Assets

Debt

= —+ Leverage
Assets g

85 One approach taken by practitioners is to use equity return data to compute a (log) return on equity from historical data, and then
“deleverages” that return to obtain a measure of ROA that can be used to approximate the drift term ;. Using the historical (log) equity
returns, the cross sectional mean of the time series averages is about 12 per cent (per annum) in ourdata. Average leverage across time
and across the banks is about 23. This implies a deleverage return on equity of about 0.52 per cent, which is somewhat lower than our
considered value of 0.62 per cent. In Riksbank (2011), the growth rate of assets was set to 0.75 per cent for all banks, whic h was based
on along history of US bank data. Our value of 0.62% is thus approximately in the middle of these two values. Alternatively, the drift
term py could be estimated using an iterative procedure where one first fixes the volatility 4y, at some initial value, then solves for vV
with the second equationin (9), compute log asset value returns, and then update the yy, and g, estimates by their (unconditional)
sample mean and standard deviation of the return sequence. The new estimate of ¢y, is then plugged inthe second equation in (9),
solved for V, uy, and oy, is recomputed. This process continues until convergence.
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(1 — Leverage) = —r
everage) = Assets
-1 )-1 Assets
everage = Dbt
In(1 - L ) =1 (Asset5>
n everage) = In Debt )’

(10)
andreplaceln (‘;—0) with —In(1 — Leverage) inthedd relationin(7). The effective
computation of the PDs based on different capital requirements is then based on the
following modified distance to default (dd*) formula:

—In(1 — Leverage) + (u, — 0.562)T
d*= .
o NT
(11)

We estimate the model for capitallevels (or leverage ratios) ranging from 2 to 20 per cent of
total assets. In thetables anddiscussion that follow below, we refer to the total equity to
total assetsratioastheleverageratio, or simply, asleverage.

An important questionis what level of equity to total assets to consider as critical or a
defaultpoint (seealsotheintroductionor main document for additional discussion). We
examinetwo cases. Ifthevalue of assets falls below the face value of debt, the firmis
insolvent. This corresponds to an equity level of 0 per centand isthefirst case we consider.
Pastexperience, however, suggests thatbanks canrun into serious difficulties also before
equity is depleted. Setting the critical level athigher levels than 0 per centresultsinhigher PD
estimates. Onerelevantlevel to consider is when the bank s violating existing capital
regulations and risks eitherlosingits licence or entering resolution. Current regulationfocuses
on risk-weighted ratios. In terms of equity to total assets, we letthe level of 1.5 per cent
representthis threshold, as an approximation. Thisisthesecond casethatweconsider.

Estimating the probability of a banking crisis

We usethe model described above to generate (physical or historical) PD estimates for the
individual banks. Taking theseindividual estimates as a starting point, we turn to the question
of the probability of a banking crisisinSweden. In order to map the PDs of the individual
banks to the probability of a banking crisis —in effect, a PD for the banking system —we need
to specify moreclearly whata banking crisis is considered to be.

We definea banking crisis as the occurrence of one (or more) of the four large Swedish
banks defaulting. The same assumptionwas madein Riksbank (2011). Given the high degree
of concentration andinterconnectedness inthe Swedish banking system, we find this
assumptionto bereasonable. In addition, we takeinto account the historically observed
positive and time-varying correlations between the banks’ equity returns.

Given theseassumptions, the probability of a banking crisis can then be obtained as 1
minus the probability of all banks not defaulting. Let dd; denote the (modified) distance to
defaultfor bank j, with the probability of default for bank jinthe Merton model given by
®(—ddj)or1— ®(dd;). The probability of a bank notdefaultingisthus 1 — dJ(—dd;) =
1-—- (1 - Cb(ddj*)) = db(dd;). To computethe joint probability of all banks not defaulting,

we need to compute the jointcdf. For independentevents, thisjoint cdfisthe product of the
marginal (individual) cdfs, so that the probability of allbanks not defaultingis [ %, o(dd)).

The probability of atleast one bank defaulting thus follows as the complement:

1- 1L, d(dd)). (12)
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For dependent default events, we compute the joint cdf from the individual marginal
cdfs, a correlationmatrix R, and aggregate these using a Copula (linking) function. For
consistency with the Merton model, we usea Gaussian Copula and estimate a time-varying
correlation matrix of equity returns using the DCC GARCH model of Engle (2002). Thesix
pairwise correlations thatare estimated fromthe model areshowninthechart4 below. We
computethe cross-sectional average of the six pairwise correlations and superimpose a plot
of this averagein blackin the chartbelow.

Chart4 shows thatallcorrelation pairs are always strictly positive, and that the
correlations varyover a fairly narrow range between 0.4 and 0.8 for the largest part of the
sample. Given therather narrow variation in the correlations (correlations are defined over
the -1to 1interval), wefollow theapproach used for thedrifttermand usea single
correlation matrix R which corresponds to the “average” correlation matrixfor all five
considered scenarios. This correlationmatrix is set to the one that corresponds to the time
series mean of the cross sectional average correlations.

Chart 4. Pairwise correlations between the four major Swedish banks
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Given the correlationmatrices Rand theindividual banks’ probabilities of not defaulting
®(dd;), we compute the joint probability of not defaulting as
C(@(dd;), @(dd;), @(ddy),®(dd}), R), where C (+)is the Gaussian Copula function. The
probability of a banking crisis is again computed as the complementevent 1 —
C(@(dd;), @(dd;), @(ddy),®(dd;), R). Tables 1 and 2 below show these probabilities
computed for correlated assetreturns for the two examined threshold levels of equity less
than zero, and equity lessthan 1.5 per cent of total assets, respectively.
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Table 1. Equityless than zero, correlated assets

Per cent

Leverage ggth 95th 9ot 75th 5Qth
ratio Percentile Percentile Percentile Percentile Percentile
2 41.95 33.24 25.61 13.12 4.06
3 29.97 19.99 12.66 3.79 0.40
4 19.97 10.66 5.25 0.79 0.02
5 12.38 5.02 1.82 0.12 0.00
6 7.13 2.09 0.53 0.01 0.00
7 3.80 0.75 0.12 0.00 0.00
8 1.87 0.24 0.02 0.00 0.00
9 0.85 0.06 0.00 0.00 0.00
10 0.35 0.02 0.00 0.00 0.00
Table 2. Equityless than 1.5 per cent of total assets, correlated assets
Per cent
Leverage ggth 95th 9Qth 75th 50th
ratio Percentile Percentile Percentile Percentile Percentile

2 61.39 57.51 53.66 45.61 35.54
3 48.40 41.02 34.16 21.55 9.89
4 35.76 26.17 18.41 7.34 1.40
5 24.68 14.83 8.34 1.80 0.10
6 15.87 7.43 3.16 0.33 0.00
7 9.49 3.28 1.00 0.04 0.00
8 5.26 1.27 0.26 0.00 0.00
9 2.70 043 0.05 0.00 0.00
10 1.27 0.12 0.01 0.00 0.00

We alsoconsider the scenario where bank defaults areindependent of one another
(“uncorrelated assets”) as an alternative, where the joint cdfis computed as the product of
the marginal cdfs of theindividual banks, with a banking crisis againdefined asin (12) before.
However, to conserve space, we do notreportthese estimates here, butrather point outthat
the PDs with independent defaults are higherthan those based on correlated ones.

Intuitively, thisis bestunderstoodin the context of an example with two events (A and
B). Fromfundamental probability theory we know thatthe union of events A and B, thatis, A,
and/or Boccur, isdefined as:

P(AuB)=PA)+PB)-rPMANB)
=P) + P(B) — P(AIB)P(B).
(13)

When events A and Bareindependent, P(A|B) =P(A), so that the probability of the union
becomes:

P(AuB) =P +PB) - PAPMB)
=PA +PB)I1-PA],
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while for the case when the events are perfectly “correlated”, or Ais predictable with
certainty once Bhasoccurred (P(A|B) = 1), weobtain P(A|B)P(B) = P(B), sothatthe
relationin(13) becomes:

P(AuB) =PU) +P(B) —P(B)
= P(4).
(15)

Thus, unless P(B) [1 — P(A)] = 0 (when either P(B) = 0 or P(4) = 1) the probalbility of
the union of the events is always going to belarger under theindependentscenariothan
under the perfectly correlated one.

Note here also that, although we have used the Copula linking functionto compute the
jointcdf of no bank defaulting, one can always build up thejoint cdf from the product of the
conditionals (and an initial marginal)as:

PANnBncCcnD) =PAIBncnD)PBIC nD)P(cID)P(D).
(16)

To do this, all thatis needed from the Merton model is one (marginal) cdf of not defaulting
(availablefromtheindividual bankPDs), and some statements about the conditional
probabilities,i.e., P(A|B n ¢ n D),P(BIC n D),and P(CID) abovein (16). Banking
supervisors and/orspecialists may have a fairly strong view on what these conditional
probabilities should look like, based on, for instance, theirinstitutional knowledge. As an
example of howthis can bedone, if oneknows thatbank D did notdefault, then one might
be confidentto say thatbank Cwill default only with a low probability of 3 per cent. Similarly,
if both Cand D did notdefault, then the probability of B defaulting (given Cand D did not
default)iseven smaller at0.5 per cent, etc. The jointcdfin(15) can then bebuiltup
iteratively as the product by starting from the marginal cdf taken from the Merton model
PDs, and (subjective) assumptions on the conditional cdfs.

Conclusion

We usea standard Merton model to estimate the probability of defaultfor the four large
Swedish banks. Based on these PDs and the historical correlationbetween the banks’ equity
returns, we estimate the probability of a banking crisis at differentlevels of capital to total
assets, wherea bankingcrisisis defined as the probability of atleast one of the four major
banks failing. Our model estimates show thatadditional equity reduces the probability of a
banking crisis. However, the reduction in the probability of a crisis that follows froman
increaseinequity declines quite rapidlyathigher capital levels. Thereason for thisis that the
amount of tail riskis modestas a result of both the assumptions of the model and the
scenario based analysis that we implement.

Whileour results serveasa benchmark, we wish to emphasisethatthis approach has
several drawbacks. In particular, the estimated PDs are sensitive to the estimate of the
volatility of the banks’ assets. Although we proxy the time-varying nature of volatility by using
a 1-year forward rolling window to capture the actual volatility realized over the default
horizon of oneyear thatwe consider, performing a scenarios based analysis for different
levels of capital to total assets andthe historically observed asset value volatilities does not
capturethefactthatbanklosses aregenerally fat tailed distributed and thatthey cluster.
Another drawbackisthatwecannotcapturethe high level of equity volatility experienced
duringthe 1990s housing crisis due to the lack of accounting and equity price data going back
thatfar which are needed to back outassetvaluevolatilities. Both of these limitations are
likelyto lead usto underestimate the probability of a banking crisis in the Swedish banking
system.
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AppendixE - A reduced form model for assessing
the probability of a bankingcrisis

Paolo Giordani

Introduction

In order to evaluate the effects of higher capital requirements, we need to estimate their
impacton the probability of default of Swedish banks. The mostcommon approachisto use
some version of the Merton model, which does notrequire knowledge of the value of assets,
asinAppendixD.

Here, we complement Appendix D by opting for a differentapproach. Weusea long
time series for creditlosses inthe Swedish banking system and model such losses directly
rather thaninferring them via stock market prices, asin the Merton model.

We baseour analysis on a historical dataset (Hortlund, 2005; 2008) covering the period
1870-2008for a yearly aggregate of Swedish banks, reporting: a) credit losses, b) total assets,
and c) capital. Since the historical dataset onlygives aggregate data, our analysis willmake
statements aboutthe aggregate of all Swedish banks, in effect treating the entire systemas
one largebank. As a result, the default probabilities will be lower than if we had data on
individual banks anddefined a default event for one major bankin default.

The datasetincludes creditlosses but not profits oroverall return on equity. To
calculate profits after creditlosses, we assume that performingloans earna net margin of
0.75 per cent. In the historical dataset this would correspond to an averagereturn on assets,
after creditlosses, of 0.4 per cent, which, atcurrentleverage ratios (capital to assets of 4-5
per cent) translatesinto areturn on equity of 8—10 per centon average (including periods of
high losses). Outside the three crisis periods (see Chart 1), creditlosses are smaller and the
corresponding returnon equity atcurrentleverageratiosis 12—17 per cent. Returns on assets
inany given year arethus computed as:

Return onassets = L + 0.0075(1 + L)

Credit Losses

Assets

To computea probability of defaultas a functionof the capital ratio (equity over assets), we
then requirea definition of what constitutes default, and a statisticalmodel for creditlosses.
Equity hereis assumed to be capital to total (i.e. non-risk-weighted) assets, so no model of
risk weightsisneeded.

Defaultis defined as capital over assets falling behind a given threshold. For example, if
the thresholdis O (so that default requires the entire capital to be wiped out), defaultrequires

Capital ratio + Return on assets <0

We consider three critical levels: 0, 1.5, and 3 per cent, as discussed in the main body of this
staff memo.

A statistical model for credit losses

Yearly data on credit losses are shown in Chart 1 below. Losses are very small in most years,
andvery largein three historical episodes. After 1950, losses inmost years are extremely small,
whereas during the crisis of the early 1990s they are comparable to losses in the 1920s.
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Chart 1. Historical losses/assets, 1 year
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Source: Hortlund (2005; 2008)

The empirical distribution is challenging to fit for standard statistical distributions. We
therefore make a non-standard choice and fit a half-t distribution. This is simply a student-t
distribution with zero density for positive values. The probability density function is

P(x) =2-tlx,0,5%v) for x <0 (and P(x) = 0 for x > 0),

where t(x,0,s2,v) is a student-t distribution with mean zero, degrees of freedom v and
dispersion s2.Thedensity is multiplied by two so thatitintegrates to one. The half-normal and
half-tdistribution is sometimes used as a priorin Bayesian analysis. Wearenot awareofany
application of a half-tto model an actual time series, butfor the series of losses shown in Chart
1 itmaybe hardto improveonit(see Chart2). A more commonly employed alternative may
have been a Generalized Pareto distribution, or a Generalized Hyperbolic distribution (see
McNeil etal. 2015), which are strictlynon-negative and also have semi-fat tails. In our particular
dataset, visualised in Chart 1, these distributions do not perform nearly as well as a halft (in
log-likelihood), perhaps due to difficulty in capturing the many observations at near-zero
values.

Themodel is estimated with Bayesian methods using fairly disperse priors on log(s?) and
log(v), which imply a lower bound of 1 for v. Maximum-likelihood estimates give very similar
results, except for extremelylow probability events (losses muchlarger than those observed in
sample), where even small changes in the prioraffect theresults and the averaging over draws
oflog(v), as opposed to conditioning on onevalue as in maximum likelihood, resultingin fatter
tails.

Results for a one-year horizon

Chart2 shows a histogram of losses (the same data thatareshown as a timeseries in Chart 1)
inthefirstpanel,and Chart 3 showsthe corresponding histogram (using the sameintervals for
the bins asin Chart 2) produced by the estimated model. The posterior distribution of the
degrees of freedom has a mean of 2,and almost 10 per cent of the draws are between 1 and
1.5. This generates an extremely fat left tail, and yet the model if anything falls short of
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matchingthelargestlossesinthedata. AGaussian distributionor even a symmetric student-t
would beinadequatein our case. Whilethevariance of a student-tdistribution is not defined
unless v islarger than 2,themean absoluteerroris defined for v larger than 1. At v = 1 the
student-t distribution is equivalent to the Cauchy distribution.

Chart 2. Empirical histogram of losses over assets (horizon 1 year). Losses are in per cent.
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Source: Hortlund (2005; 2008)

Chart 3. Model-implied histogram of losses over assets (horizon 1 year). Losses are in per cent.
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Chart4 shows theentiredistributionimplied by the model in thefirst panel, and Chart 5 zooms
in on the tail. For very large losses, the density approaches zero very slowly, showing near
power-law behaviour as a consequence of very low degrees of freedom. Importantly, this
impliesthat, unlike a Gaussiandistribution, this model cangeneratelosses substantially larger
than those observed in sample.
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Chart 4. Density of the estimated half-t distribution (horizon 1 year)
Density, normalized to 1at x=0
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Chart 5. Density of the estimated half-t distribution (horizon1year), x < —2
Density, normalised to 1at x=-2
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Charts 6-8 plotdefault probabilities as a function of starting values of the capital/assets ratio,
for three definitions of default, corresponding to capital over assets below0, 1.5 per centand
3 per cent respectively.
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Chart 6. Probabilities of default as a function of the capital ratio, default at 0 per cent
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Chart 7. Probabilities of default as a function of the capital ratio, default at 1.5 per cent
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Chart 8. Probabilities of default as a function of the capital ratio, default at 3 per cent
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Referring to Charts 6-8, the default probabilities implied by the half-t distribution decrease
smoothly, whereas those implied by the Gaussian (a symmetric and thin-tailed distribution),
decrease sharply. As a consequence, compared to a Gaussian, conclusions on default
probabilities are less sensitive to modest changes in the estimated mean and variance.

Results for a three-year horizon

The model at a one-year horizon captures the extremely long tail in bank losses in any given
year, but a one-year horizon is almost certainly too short considering that in the data large
losses cluster, so that a bad year tends to be followed by another bad year. It is therefore
possiblefor a bank's equity to be wiped outgradually in the course of a few years ratherthan
in a single year. To work with a multi-year horizon we require further assumptions both in
defining defaults and for the statistical model.

To define defaults, we assume that banks cannot raise equity within each three-year
window, but must rely entirely on equity available at the beginning of the period and on
earnings. We also assume that the profit margin on performing loans is constant at 75 basis
points. During the crisis of the early 90s, Swedish banks were in fact able to substantially
increasetheirmargins, particularly atthe expense of households and companies with floating-
rateloans. Itis notobvious whether banks would be ableto repeatthis behaviourto thesame
extent today (Sweden joined the European Union in 1995, after the crisis). Even if they were
ableto boostmargins, the negative macroeconomic and socialimplications may be sizable.

In terms of modelling, one optionwould be to build a dynamic model so thatyearly losses
arenotindependent. Amain advantage of thisapproach is that we could define a defaultifan
established lower boundfor capital over assets is breached atany point during the period (say
three years). An obvious disadvantageis the need to introduce further modelling assumptions
and parameters. We opt instead for a direct modelling approach, in which cumulative losses
over equity are modelled directly at the horizon of interest. This requires less additional
assumptions, but it does have the drawback that we can only make statements concerning
outcomes atthe end of the multi-year period. The probabilities of default produced by a direct
modelling approachshould therefore beinterpreted as a lower bound, since they exclude the
possibility of banks beingin defaultatsome pointduringthetime horizon of interest but not
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at the end of it. Chart 9 shows the cumulative three-year losses. The distribution is just as
asymmetric as at the one-year horizon, if not more.

Chart 9. Cumulative three-year losses over equity
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The degrees of freedom parameter is again aroundtwo (mean value), producing a thickand
gently sloping left tail similarto theoneshown in Charts 3—4.

Charts 10—12showthe probability of defaultatthe three-year horizon, whichshould be
interpreted as the probability of banks not having sufficient capital atthe end of the three-
year period. Charts 13—15show the same data without a comparison with the Gaussian
distribution. The main feature of interestis thatthe default probabilities implied by a
Gaussian can be highatlow capital ratios (recallthat the Gaussian is symmetric, centred at
the averageloss), butdrop very sharply, whereas the half-t produces gently sloping default
probabilities, never particularly high in anygiven period, but never quite hitting zero either,
so thathigher capital ratios continually reduce the probability of default.



76 STAFF MEMO

Chart 10. Probabilities of default as a function of the capital ratio, default at 0 per cent (3-year horizon)
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Chart 11. Probabilities of default as a function of the capital ratio, default at 1.5 per cent (3-year horizon)
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Chart 12. Probabilities of default as a function of the capital ratio, default at 3 per cent (3-year horizon)
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Chart 13. Probabilities of default as a function of the capital ratio, default at 0 per cent (3-year horizon)
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Chart 14. Probabilities of default as a function of the capital ratio, default at 1.5 per cent (3-year horizon)
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Chart 15. Probabilities of default as a function of the capital ratio, default at 3 per cent (3-year horizon)
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An advantage of replacing a Gaussian or a similarly thin-tailed symmetric distribution with a
less unrealistic alternative is that results are more robust to variations in assumptions and
sample. Charts 5-7 and Charts 10-12 show how the default probabilities implied by the
Gaussian are much more sensitive to the threshold used to define default. From the same
Charts wecan safely imply thatthe half-t willalso beless sensitive to the precise definition of
the capital ratio (for example to different risk weights).
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Conclusion

We have presented a simple model in which losses for the Swedish banking systemare
modelled directly rather than beinginferred from stockprices. The most salient feature of the
historical data, which cover the period from 187010 2008, is thatlong periods of small | osses
areinterrupted by shorter periods of very largelosses. Ahalf-t distribution with very low
degrees of freedom does a much better job than a Gaussian atreproducing these features of
the data, and yeteven this model struggles to match thelargestlosses in the data.

Ininterpretingtheresults itis also useful to keep in mind that computations of low
probability events necessarilyrelyon assumptions more heavily than computations of higher
probability events, and therefore thatthefurther outin thetail (i.e. the smaller the
probability), the moreresults are driven by assumptions (in our case, by the choice of a half-t
distribution) and by sampling error.

The main conclusion of our exerciseis that, compared to a Gaussian distribution,amore
accurate statistical model of bank losses lead to substantially different conclusions regarding
the effects of different capital ratios. Using a half-t distributiontypically (thoughnotalways)
resultsin smaller probabilities of hitting a critical value when banks arevery highly levered.
Technically, this reflects the properties of highly asymmetric and fat-tailed distributions (of
which the half-tisanexample),in which small deviations fromthe mode are more frequent
thaninthe Gaussian. Intuitively, this means thateven a dangerouslylevered bank may
survive withouta critical eventfor decades. On the other hand, the probabilities of critical
events fall off much more gently (asthe capital ratio isincreased) using a half-t distribution,
reflecting a larger probability of biglosses compared to the Gaussian. Henceincreasing equity
continues to meaningfully reduce the probability of default at capital ratios for which a
Gaussianimplies (incorrectly) a near-zero default probability. Because probabilities of critical
events obtained under a Gaussian assumption fall sorapidly with the capital ratio, they are
also moresensitive to assumptions about the appropriate threshold fora critical eventand to
parameter estimates, implying that conclusions draws from Gaussianassumptionsin actual
applications are likely to prove very fragile to differences between in-sample and out-of-
sampledata.
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