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Staff Memo

A Staff Memo provides members of the Riksbank's staff with the opportunity to pub-
lish advanced analyses of relevant issues. It is a publication for civil servants that is
free of policy conclusions and individual standpoints on current policy issues. Publica-
tion is approved by the appropriate Head of Department. The opinions expressed in
staff memos are those of the authors and are not to be seen as the Riksbank's stand-
point.




Summary

In this staff memo, we present estimates of the effects of monetary policy in Sweden
over the inflation targeting period, from 1995 to the end of 2022, with structural vec-
tor autoregressive (SVAR) models and short-run restrictions to identify the monetary
policy shocks. This is a common method for calculating the effects of monetary policy,
and it is one of several approaches used by the Riksbank. However, research studies
on Swedish data using similar approaches were typically done 10-20 years ago and we
now have considerably more data for the inflation targeting period, which makes it
timely to update previous estimates and document the new results.

Our estimated effects of monetary policy on GDP are slightly larger than in previous
studies on Swedish data, while the effects on inflation are in line with previous stud-
ies. We show that the effects on CPIF inflation have been stable over time, while the
effects on GDP, housing investment, consumption, house prices and household debt
have probably increased over time. These observations could be explained by various
structural changes that have increased household indebtedness and made the Swe-
dish economy more interest-rate sensitive during the inflation targeting period. The
fact that the effects of monetary policy on inflation have not become larger despite
larger effects on the real economy could be due to the fact that the sensitivity of
prices to changes in costs has simultaneously decreased, i.e. the Phillips curve has be-
come flatter. On the contrary, during the inflation surge in 2022, data indicate that
businesses have raised their prices more than usual relative to how costs have
evolved, but this short period has no visible impact on our calculations.

There is considerable uncertainty about the effects of monetary policy and the esti-
mated effects are affected by a number of different assumptions. It is important to
highlight this uncertainty and to discuss the plausibility of various assumptions made.
We therefore devote a relatively large amount of space to sensitivity analyses that
highlight local model uncertainty, i.e. uncertainty within the framework of the SVAR
model. This analysis can also guide other studies of the effects of monetary policy
with similar methods.

Our calculations are part of the Riksbank’s overall assessment of the effects of mone-
tary policy. Different methods yield slightly different results and the study can there-
fore not be interpreted as the Riksbank’s overall assessment of the effects of mone-
tary policy on the Swedish economy. The Riksbank’s forecasts and analyses include a
number of other factors that, in different situations, influence the assessment of the
pass-through of monetary policy.

Authors: Erik Berggren, Stefania Mammos and Ingvar Strid, working at the Monetary Policy Depart-
ment.!

I The authors thank Mikael Apel, Vesna Corbo, Mattias Erlandsson, Jens Iversen, Marianne Nessén, Asa Olli
Segendorf, David Vestin and Anders Vredin for valuable comments.
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Introduction

Introduction

The objective of monetary policy in Sweden is to maintain sustainably low and stable
inflation, in concrete terms a CPIF inflation rate of 2 per cent. As it takes time for
monetary policy to fully affect the real economy and inflation, monetary policy is
guided by forecasts of economic developments. The forecast for the Riksbank's policy
rate is an assessment of the monetary policy required for inflation to reach the infla-
tion target within a reasonable time. And to make that assessment, the effects of
monetary policy on various macroeconomic variables need to be considered.?

There are several different methods for empirically estimating the effects of monetary
policy on the economy.? On the basis of such estimates, the Riksbank makes an as-
sessment of which policy rate path is compatible with well-balanced forecasts for vari-
ous variables, primarily inflation, and also what the forecasts would look like with a
different monetary policy (so-called monetary policy scenarios).

In this staff memo, we use structural vector autoregressive (SVAR) models estimated
with Bayesian methods and short-run restrictions (or recursiveness assumptions) to
study the effects of changes in the policy rate on a large number of Swedish macroe-
conomic variables, and also how these effects have changed over time. This approach
is still often described as the 'standard approach' or 'workhorse model' in the field.*
Our aim is to use a well-established method to calculate and document the effects of
monetary policy in Sweden and also for these estimates to serve as a reference point
for studies of the effects of monetary policy using methods based on high frequency
data.® Regular estimates with SVAR models have been one input among others that
have formed the basis for the Riksbank's assessments of the effects of monetary pol-
icy during the inflation targeting period. However, most research studies using this
method on Swedish data were published 10-20 years ago (and in several cases use
data from the period before the monetary policy regime change in the early 1990s),
which means that one contribution here is also to present more up-to-date estimates.

We first estimate a baseline model with some key macroeconomic variables (GDP, in-
flation and policy rates abroad and in Sweden, and unemployment and the real ex-
change rate for Sweden) and show that the qualitative effects of an unexpected
change in the policy rate (a so-called monetary policy shock) on the various variables

2 For a qualitative description of how monetary policy affects the economy (the so-called monetary policy
transmission), see for example Hopkins et al. (2009) or the Riksbank's website (www.riksbank.se). See Ny-
man and Séderstrém (2016) for a discussion of how the Riksbank's inflation target affects the forecasts for
inflation and the policy rate.

3 A fundamental difficulty in calculating the effects of monetary policy is to distinguish between, on the one
hand, genuine monetary policy events and, on the other, occasions when monetary policy reacts to events
in the economy. See, for example, Ramey (2016) for an overview of different methods for estimating the
effects of monetary policy. See also Laséen and Nilsson (2024) for a discussion of the issues that need to be
taken into account when calculating the effects of monetary policy and how these can be handled.

4 See, for example, Christiano et al. (1999) for a review of the method. A classic criticism of this approach is
Rudebusch (1998). See also Englund et al. (1994) for some references to the early research literature in the
field and a discussion of these.

5> Examples of studies that use more modern methods based on high-frequency data to estimate the effects
of monetary policy in Sweden are Sandstrom (2018), Laséen (2020) and Laséen and Nilsson (2024).


http://www.riksbank.se/

Introduction

are those that can be expected according to standard macroeconomic theory (Chap-
ter 2).6 We then study how the effects of monetary policy have changed over time
(Chapter 3). After that, we extend the model to include a large number of macroeco-
nomic variables, one or a few at a time, and study the effects of monetary policy on
them (Chapter 4).

Overall, our findings can be summarised as follows:

e An unexpected increase in the policy rate by one percentage point leads to
GDP falling by at most 0.8 per cent (after about two years) and CPIF inflation
falling by at most 0.5 percentage points (after slightly more than a year).

e The effect on GDP is slightly larger than in previous studies on Swedish data
using similar methods. We show that the differences are probably mainly due
to the fact that the effects on GDP have become larger over time.

e Theimpact on inflation is in line with previous studies. Our estimated effects
on CPIF inflation have been remarkably stable over time.

e Our estimates of how the effects of monetary policy have changed over time
fit well overall into a narrative of increased indebtedness and a more interest
rate-sensitive economy. For example, we show that the effects on housing in-
vestment and consumption, and thus GDP, as well as house prices and house-
hold debt are likely to have increased over time.” The fact that the effects on
inflation have not become larger despite larger effects on the real economy
could be due to the fact that the sensitivity of prices to changes in costs has
simultaneously decreased.

As regards the effects of policy rate changes on other variables, we highlight the fol-
lowing observations that we find particularly interesting:

e The effects on housing investment are large, accounting for about one-third
of the effects on GDP (while its share of GDP has been between 3 and 6 per
cent over our sample period).

e Changes in the policy rate affect labour input via employment (the extensive
margin) rather than via average hours worked (the intensive margin) and, fur-
thermore, the effects on the labour force are small.

e Interest expenditure and rents in the CPI rise when the policy rate is raised,
while other components of the CPI fall.

6 In Appendix D, we conduct a comprehensive sensitivity analysis to highlight the impact of different as-
sumptions on the estimated effects within the framework of the SVAR model with the recursiveness as-
sumption. An important limitation is thus that we only study one approach for identifying the monetary pol-
icy shocks. The closest approaches are alternative identification assumptions within the framework of the
SVAR model, such as long-run or sign restrictions, see for example Ramey (2016) for references to research
papers using such assumptions.

7In the concluding discussion, we briefly compare these results with the predictions from structural mod-
els.
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Effects of monetary policy in a baseline model

Effects of monetary policy in a baseline
model

Effects of monetary policy 1995Q1-2022Q4

In this section, we study the effects of a monetary policy shock in a Bayesian VAR
model that includes a few key macroeconomic variables. A brief description of the
model and data is given here and more detailed information is provided in Appen-
dices A (data) and B (the model). The appendix also contains a comprehensive sensi-
tivity analysis that justifies the assumptions we make for the baseline model and
shows how the results are affected if we make alternative assumptions about the
model specification (see Appendix D).

In the model, we have quarterly data for three foreign variables and five Swedish vari-
ables. The foreign variables are trade-weighted measures of log-transformed GDP, the
quarterly change in the CPI and the policy rate in level.2 The domestic variables are
log-transformed GDP, unemployment, the quarterly change in the CPIF, the policy
rate and the log-transformed real exchange rate. All variables except foreign and do-
mestic price indices are thus included in level.? Our model specification is simple in
the sense that it does not contain any deterministic trends (e.g. linear trends) or
dummy variables. We estimate the model with K=4 lags for the period 1995Q1-
2022Q4.1° The monetary policy shock is identified so that it is allowed to affect the
nominal exchange rate (and thus also the real exchange rate), but no other variables,
in the same quarter as the policy rate changes.'! More generally, this can be ex-
pressed as financial variables being assumed to be affected immediately by monetary
policy, while macroeconomic variables are affected with a lag. These assumptions are
often described as “standard assumptions” in the literature.'? Swedish monetary pol-
icy is assumed to have no impact on the foreign variables, which is a typical assump-
tion for a small country like Sweden (the assumption of a small, open economy). With

8 The foreign variables are KIX-weighted and consist mainly of countries whose currency is the euro. KIX
(krona index) is a trade-weighted index, where the weights are based on total flows of processed goods and
commodities for 31 countries. Countries with which Sweden trades more have a greater weight. We have
also tried to include the change in the oil price (Brent) among the foreign variables, but this does not signifi-
cantly affect the estimates of the effects of monetary policy.

9 We thus estimate the model in log levels for GDP abroad and in Sweden and the real exchange rate, but
without explicit modelling of any co-integrating relationships between the variables.

10 A reasonably stable monetary policy regime is a necessary condition when we estimate the effects of
monetary policy.

1 As Swedish monetary policy is not assumed to affect foreign variables and as CPIF inflation is not affected
in the same quarter as the interest rate change, any initial effect on the real exchange rate must be entirely
attributed to an effect on the nominal exchange rate. It is therefore also more natural to express the as-
sumption in terms of the nominal exchange rate.

12 See, for example, Bjornland and Jacobsen (2010). Identification of the monetary policy shock with the re-
cursiveness assumption is described in detail in, for example, Christiano et al. (1999). An obvious disad-
vantage of these assumptions is that we do not estimate the initial effects on GDP, unemployment and in-
flation, but we show in the appendix that the estimated effects are similar if we instead allow these varia-
bles to react in the same quarter.



Effects of monetary policy in a baseline model

this identification, we assume, alternatively expressed, that the central bank's reac-
tion function in the model is such that the policy rate in Sweden reacts to simultane-
ous and lagged values of the foreign variables, and Swedish GDP, unemployment and
inflation and lagged values for the policy rate and the real exchange rate.'* The mone-
tary policy shock is given by the deviation between the actual policy rate and the pol-
icy rate given by this reaction function.

Figure 1 shows the effects of an unexpected increase in the policy rate by one per-
centage point initially.2* We use this normalisation of the effect on the policy rate
throughout the paper so that the effects from different model estimates can be easily
compared. The policy rate then returns to its normal level after about two years. We
first see that the qualitative effects (i.e. the signs of the responses) on all variables are
those expected according to economic theory. We also see that the estimated effects
mean that monetary policy is neutral - we have no long-term effects of the policy rate
change on GDP, unemployment or the real exchange rate.*> GDP has decreased by a
maximum of 0.8 per cent after 8 quarters and the effect on unemployment is greatest
after 9 quarters when it has increased by 0.7 percentage points (this refers to the me-
dian effects). The effects of monetary policy on the real economy are thus gradual,
with the largest effects occurring with a time lag. We also see that the effects on un-
employment are much more persistent than the effects on GDP. The real exchange
rate is affected relatively quickly and has appreciated by at most 3 per cent after
about a year. This effect is larger than the effect that can be expected from the effect
on the real policy rate and real interest rate parity with other countries.'® CPIF infla-
tion (which is consistently shown as an annual percentage change) declines by 0.5
percentage points, with the maximum effect occurring after 5-6 quarters.'” We find
no support for a so-called price puzzle, i.e. that an increase in the policy rate would in-
itially lead to an increase in consumer prices (and thus the "wrong" sign for the infla-
tion response). It also follows from the effects on the real exchange rate and CPIF in-
flation that the nominal exchange rate depreciates by approximately (3+0.5=) 3.5 per
cent after one year.

13 Lindé et al. (2008) use a similar model and similar identification assumptions to estimate the effects of a
monetary policy shock on data for Sweden over the period 1986-2002. See, for example, Bernanke and
Blinder (1992) or Rudebusch (1998) for further discussion of the monetary policy reaction function in the
VAR model. The latter criticises the assumptions made about the reaction function on various grounds, in-
cluding the fact that it is estimated on (revised) data that were not available to the central bank at the time
of the decision.

14 A monetary policy shock of the magnitude of one standard deviation raises the policy rate by around 0.2
percentage points. We scale this effect up to one percentage point to make it easier to compare the effects
with other estimates and other studies. The normalisation is arbitrarily chosen and has no impact on the
analysis as the model is linear.

5 One disadvantage of specifying the VAR model in levels (without explicit modelling of co-integration) is
that we cannot impose long-run restrictions, for example restrictions on how monetary policy affects differ-
ent variables in the long run, see for example Kilian and Lutkepohl (2017). But we note that the assumption
of monetary policy neutrality is nevertheless fulfilled in our estimate.

16 The effect on the real policy rate and real interest rate parity implies that the real exchange rate should
appreciate by 1.7 per cent immediately and then depreciate. This also means that the effect on the real ex-
change rate is larger in our BVAR model than in structural models that incorporate some form of interest
rate parity, such as the Riksbank’s DSGE model, MAJA (see Corbo and Strid (2020)).

7 The maximum effect on the quarterly change in the CPIF already comes in the quarter after the policy
rate is raised.



Effects of monetary policy in a baseline model

Figure 1. Effects of an increase in the policy rate in the baseline model
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Note. The figure shows the effects of a monetary policy shock in the baseline model, where the
initial effect on the policy rate has been normalised to one percentage point. The model is esti-
mated on Swedish data for the period 1995Q1-2022Q4. The CPIF is shown in annual percent-
age change and other variables in level. The red lines are the 5th, 15th, 25th, 75th, 85th and
95th percentiles of the probability distribution of the response and the blue line shows the me-
dian response (50th percentile).

In Figure 1 we also show probability intervals of size 50, 70 and 90 per cent to illus-
trate the uncertainty in the estimated effects (see dashed red lines). For example, the
probability that the effect lies between the extreme lines - the 5th and 95th percen-
tiles of the distribution - is 90 per cent. For all variables, we see that the probability
that the maximum effect is different from zero is at least greater than 95 per cent,
and in this sense the effects can be said to be statistically significantly different from
zero. '8 For example, the probability that a positive monetary policy shock (raising the
policy rate) causes lower inflation is greater than 95 per cent. This uncertainty about
the effect highlights the parameter uncertainty conditional on a particular model. The
sensitivity analysis in Appendix D and comparisons with the results of other studies

18 By “statistically significant” we mean throughout this paper that the probability is high, and more specifi-
cally that it is at least 90 per cent and often greater than 95 per cent.
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Effects of monetary policy in a baseline model

also shed light on model uncertainty, for example how the effects are affected if the
model contains other variables or a different lag length.

Comparison with other studies on Swedish data

In Table 1 we compare our estimated effects for GDP and inflation with those of some
other research studies using Swedish data. In the comparison, we include a number of
articles that use methods similar to those we use, i.e. SVAR models, as well as results
for four dynamic stochastic general equilibrium (DSGE) models that have been used
by the Riksbank and the National Institute of Economic Research over the past 20
years or s0.'° To illustrate how these estimates on Swedish data compare with similar
estimates on data for the US and the euro area, we also include the average effects
for a large number of models estimated for these regions. 2 We have normalised the
effects in the various studies so that they refer to an unexpected increase in the policy
rate by one percentage point initially. However, it is important to note that the persis-
tence of the policy rate response may differ slightly across studies, which means that
the comparison is not entirely accurate.?!

19 |In Figure 12 in the appendix, we show a comparison of the effects for all variables in the model with
those in MAJA, a general equilibrium model used by the Riksbank. In Figure 13 in the appendix, we show a
comparison of the estimated monetary policy shocks in the two models and the correlation between the
two series is 0.7. Alexius and Holmlund (2008) is an example of a study that estimates the effects of a mon-
etary policy shock on unemployment on Swedish data with a structural VAR model. They use an composite
measure of monetary policy (monetary condition index, MCl) and their estimated effects on GDP and un-
employment are much smaller than those we report here - an unexpected increase in the real interest rate
by one percentage point results in 0.1 percentage points higher unemployment.

20 See Laséen et al. (2022), who have compiled the effects of monetary policy in 57 models for the euro
area and the US.

21 The more persistent the interest rate change, the greater its effects on the other variables. See, for exam-
ple, Laséen et al. (2022) for a discussion of how the duration of the policy rate change affects its impact on
the economy. As our comparison in Table 1 is based on the reading of effects in charts in the different re-
search papers, normalising the initial effect is the best we can do to make the effects as comparable as pos-
sible. But this means that the comparison should be seen as approximate and not exact.
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Table 1. Maximum effects of monetary policy on GDP and inflation in Sweden in a
selection of research studies

GDP Inflation

Article Model Value Quarter Value Quarter
Jacobson et al. (2001) VAR -0,3 1 -0,3 8
Villani and Warne (2003) BVAR -0,7 3 -0,3 4
Adolfson et al. (2008) Ramses (DSGE) -0,5 7 -0,4 5
Lindé et al. (2008) VAR -0,3 6 -0,2 8
Hopkins et al. (2009) VAR -0,5 5 -0,2 6
Hopkins et al. (2009) BVAR -0,1 5 -0,1 5
Bjornland and Jacobsen (2010) VAR -0,7 5 -0,7 8
Christiano et al. (2011) Ramses 2 (DSGE) -0,4 5 -0,1 5
Laséen and Strid (2013) BVAR -0,4 8 -0,4 6
Di Casola and lversen (2019) BVAR -0,8 7 -0,3 5
Corbo and Strid (2020) MAJA (DSGE) -0,7 5 -0,2 4
The National Institute of

Economic Research (2023) SELMA (DSGE) -0,5 4 -0,2 4
Lyhagen andl Shahnazarian (2023) BVAR -0,3 9 -0,2 10
Median -0,5 5 -0,2 5
Median VAR models -0,4 5 -0,3 6
This article BVAR -0,8 8 -0,5 6
Laséen et al. (2022) 57 models -0,5 missing -0,2 missing

(United States and euro area)

Note. The effects in the table refer to GDP (or the cyclical component of GDP) in level and infla-
tion in annual percentage change. Inflation refers to the main measure of inflation used in each
article. The effect on the policy rate is normalised to one percentage point initially. Where re-
sults are reported for several different assumptions in a study, we have chosen the one we per-
ceive as most comparable to our study. In most cases, the effects have been read visually from
figures, which entails a risk of misreading. DSGE means that the model is a dynamic stochastic
general equilibrium model.

The median of the maximum (peak) effects on GDP and inflation in the Swedish stud-
ies are -0.5 per cent and -0.2 percentage points respectively, and they occur after
slightly more than one year for both variables. For the studies using VAR models,
these effects are -0.4 per cent and -0.3 percentage points respectively. Furthermore,
the maximum effects in the Swedish studies are in line with the effects obtained with
models (estimated or calibrated) on data for the US and the euro area. We also see
that the effects are well in line with the effects in the models currently used by the
Riksbank (MAJA) and the National Institute of Economic Research (SELMA). The ratio
between the maximum effects on GDP and inflation (sacrifice ratio) in the different
studies varies between 1 and 4, with the median being slightly greater than 2.2

Overall, we see that our estimated maximum effects of an interest rate increase on
GDP and inflation are slightly larger than the median of the effects in the studies re-
ported in Table 1. The fact that our estimated effects on GDP are larger than in most
previous studies is probably mainly due to the effects having become larger over time

22 For example, the ratio is relatively high in the MAJA model, which can be linked to the fact that the Philip
curves that determine CPIF inflation in the model are flat.

10
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Effects of monetary policy in a baseline model

(see further analysis and discussion in Chapter 3). As regards the effects on inflation, a
more detailed comparison shows that our effects are broadly in line with previous
studies, and in particular those that are most similar to ours in approach.? The rela-
tionship between the effects on GDP and inflation is also roughly in line with the ratio
in previous studies. The maximum effect on GDP occurs somewhat later in our esti-
mates than in previous studies, while the timing of the maximum effect on inflation is
in line with previous studies.

A common belief is that monetary policy affects the economy with a lag and that the
time between a change in interest rates and its effect can vary over time ("long and
variable lags" as Milton Friedman put it). For example, in a well-known study on US
data, the maximum effect on GDP occurs after 5-6 quarters while the price level starts
to fall only after 6 quarters.?* The timing of the maximum GDP effect in the studies on
Swedish data is roughly in line with this (although it obviously differs between differ-
ent studies), while the maximum effect on inflation in the Swedish studies generally
comes much more quickly and without any longer lag (see Table 1).%° The results of
the Swedish studies could be interpreted as companies being forward-looking when
they set their prices, i.e. that expected lower demand in the future means that they
are already lowering prices today. Another important explanation for the rapid effects
on inflation is probably that the relative importance of the exchange rate for inflation
is greater in a small, open economy like Sweden compared with the US.%¢

Estimates with alternative assumptions

An important part of our study is to shed light on how different assumptions affect
the estimated effects, partly to justify the assumptions we make in the baseline
model, and partly to know how robust the results are for other assumptions. This type
of analysis is presented in Appendix D. We study and compare models with variables
in different transformations (level or difference), with or without deterministic trends,
with or without restrictions on stationarity, different numbers of lags, different as-
sumptions about the short-run restrictions, and with different sets of foreign varia-
bles. We also estimate the model with maximum likelihood (instead of Bayesian

23 When we estimate the effects of monetary policy over time, we usually get a maximum effect of -0.4 per-
centage points (rather than -0.5, which is the maximum effect for the sample 1995Q1-2022Q4), see Figure
2 below. This is in line with the median of the maximum effect in studies based on VAR models (-0.3, see
Table 1). And when we compare our estimated effects for GDP and inflation with the two studies closest to
ours in methodology, Laséen and Strid (2013) and Di Casola and Iversen (2019), we find that our results are
well in line with these two studies(see more in Section 3 below).

24 See Christiano et al. (1999).

2> Note that if the maximum effect on the annual percentage change in prices comes after 5 quarters (the
median in the studies on Swedish data), the maximum effect on the CPIF in quarterly change typically oc-
curs 1-3 quarters after the interest rate change (under the assumption that inflation cannot be affected
contemporaneously).

26 The fact that monetary policy has large effects on the exchange rate and that the maximum effects on
inflation come quickly are also two of the main conclusions of a relatively recent study by Laséen and Nils-
son (2024), which uses other methods to identify the effects of monetary policy. In DSGE models such as
MAIJA, the effects on inflation are rapid because businesses are assumed to be forward-looking when set-
ting prices, i.e. they react quickly to changes in expectations about future economic developments that af-
fect their pricing behaviour.

11



Have the effects of monetary policy changed over time?

methods), with monthly data (instead of quarterly data) and highlight how the esti-
mates are affected if we take into account the Riksbank’s asset purchases since 2015.
The analysis generally shows that our estimated effects of monetary policy are rela-
tively robust for a number of alternative assumptions.

Have the effects of monetary policy
changed over time?

To study whether and how the effects of monetary policy have changed over time
during the inflation-targeting period, we estimate the model for different sub-periods
during the period 1995Q1-2022Q4.%” The aim is to obtain estimates that are based to
varying degrees on older or more recent data over the inflation-targeting period. We
first estimate the model on samples with a fixed starting quarter and varying ending
quarters (expanding samples). The first sample is from 1995Q1 to 2009Q4 inclusive
and the last is from 1995Q1 to 2022Q4 inclusive. We then estimate the model on
samples with a varying starting quarter and a fixed ending quarter (shrinking sample).
The first sample is 1995Q1 to 2022Q4 inclusive and the last is 2008Q1 to 2022Q4. If
we add all the estimates together, we then get estimates that are based to different
degrees on earlier and later data, which makes it possible to say something about
how the effects have changed over time. A simple way to summarise the 'freshness’
of the different samples is to indicate the centre of the sample. For example, the mid-
point for the whole period 1995Q1-2022Q4 is given by the turn of 2008-2009.%8 The
fact that we choose this approach to study how transmission has changed over time is
mainly due to the fact that we are already studying a relatively short period of time at
the outset.?®

In Figure 2 we show how the estimated peak effect of a monetary policy shock on the
different variables has changed over time, where the time on the x-axis indicates the
centre of the sample.3° In all cases, these are calculated for an unexpected increase in
the policy rate of one percentage point initially.3! The maximum effects for samples
with greater weight on older data (expanding samples) are shown in blue and the
maximum effects for samples based on newer data (shrinking samples) are shown in
red. The further right (left) we move in the figure, the greater the weight of more re-
cent (older) data. The point where these two lines meet thus shows the estimate of

27 More advanced alternatives to this approach that have been used to study time variation in the monetary
policy transmission mechanism are models with time-varying parameters or regime switching, see for ex-
ample Boivin et al. (2010) for a discussion and further references.

28 We choose to estimate the model on expanding and shrinking samples instead of rolling samples to use
the data as efficiently as possible. Culling et al. (2019) estimate DSGE and VAR models on expanding sam-
ples to study how the effects of monetary policy in New Zealand have changed over time.

2% The inflation-targeting period is too short to split into non-overlapping samples. And using rolling samples
(instead of expanding and shrinking) would mean that the samples would be relatively short.

30 The maximum effect always refers to the maximum effect in absolute terms. For example, the maximum
effect on inflation is approximately -0.4 percentage points.

31 This normalisation does not capture the fact that the persistence of the policy rate response may have
changed over time, which could affect the estimated effects on the variables, see, for example, Ramey
(2016). We have therefore compared the results with those obtained if we (i) normalise the maximum ef-
fect on the policy rate to 1 or (ii) normalise the average effect on the policy rate in the first year to 1. How-
ever, the picture of how the effects have changed over time is not affected if we instead use one of these
alternative normalisations and we therefore do not show these results here.

12



Have the effects of monetary policy changed over time?

the maximum effect for the entire sample period 1995Q1-2022Q4. (These maximum
effects can also be discerned in Figure 1). Overall, we see that the effects on inflation
and unemployment are relatively stable over time, while the effects on GDP and the
real exchange rate have become larger over time.

Figure 2. Maximum effects of an increase in the policy rate in the baseline model
estimated for different samples
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Note. The BVAR model is estimated for different samples and the figure shows how the maxi-
mum effect on different variables has changed over time. The initial effect on the policy rate in
all estimates is normalised to one percentage point. The thin red and blue lines are the 5th,
15th, 25th, 50th (median, in bold) 75th, 85th and 95th percentiles of the probability distribu-
tion of responses. The model is first estimated with a start period of 1995Q1 and an end period
varying from 2009Q4 to 2022Q4 (expanding sample), see blue lines. The model is then esti-
mated with the start period moved forward, 1995Q1 to 2008Q1 and the end period 2022Q4
(shrinking sample), see red lines. The x-axis shows the midpoint of the sample period.

The maximum effect of a monetary policy shock on CPIF inflation (in annual percent-
age change) is negative in all estimates and stable over time. The maximum effect is
close to -0.4 percentage points over the whole period (this figure and those that fol-
low refer to the median effect, shown by the bold line in the figure). The effect on un-
employment is also stable over time, around 0.6 percentage points, but the variation
in the estimate increases when we use later data. The maximum effect on the level of
GDP increases over time from around 0.3 per cent to over 1 per cent in the latest
samples. (In Section 4.2 below, we further examine which parts of GDP are more af-
fected by monetary policy). The effect on the real exchange rate has also increased
over time from a maximum appreciation of the real exchange rate of 2-3 per cent to
effects around 4 per cent. Our estimated effects are also in line with two previous
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Have the effects of monetary policy changed over time?

studies that estimate the effects of monetary policy in Sweden with a similar model. 32
The changes in the relative effects of the different variables over time are consistent
with a lower coefficient in an Okun relationship (relating unemployment to GDP) and
a reduced exchange rate pass-through to inflation.3?

The time at which the maximum effect occurs has also remained stable over time, but
with some evidence that the effects have occurred more quickly for samples that
have greater weight on more recent data. For GDP, the maximum effect typically oc-
curs after 8 quarters and for unemployment the effect typically peaks after 9 quar-
ters, which means that the estimate for the entire sample period 1995Q1-2022Q4 can
be said to be typical in this respect. This is in line with the usual pattern that labour
market activity is affected with a lag relative to output. However, for both GDP and
unemployment, the maximum effect in samples with more recent data has occurred a
couple of quarters earlier than in the oldest samples. The effect on the real exchange
rate is greatest in the first year after the policy rate is raised, while the maximum ef-
fect on inflation typically occurs after five quarters.

In Figure 2 we also show probability intervals for the effects and how these have
changed over time. These intervals illustrate the uncertainty in the estimates of the
effects and can also be used to say something about whether the changes in the ef-
fects over time are statistically significant. Based on these intervals and approximate
probability calculations, we conclude that there is a very low probability that the ef-
fects of monetary policy on inflation or unemployment have changed during the infla-
tion-targeting period. However, it is highly likely that the effects on GDP and the real
exchange rate have become larger over time.3

We also see that the probability intervals are generally wider for samples that are
centred on later data. One partial explanation is that the estimates further to the right
of the figure (and also to the left) are based on shorter samples than those in the cen-
tre. However, this is probably also explained by the fact that macroeconomic volatility
is higher for these samples - for example, the global financial crisis of 2007-09 and the
turbulent period in the early 2020s (the coronavirus pandemic and then high inflation)
have a greater weight in these samples.3>

32 Laséen and Strid (2013) estimate a BVAR model similar to the one we use on Swedish data for the period
1995Q1-2013Q1 (the sample's midpoint is then approximately 2004) and find maximum effects on GDP and
inflation of -0.4 per cent and -0.4 percentage points respectively. We see that these effects are in line with
those shown in Figure 2. Di Casola and Iversen (2019) estimate a BVAR model similar to the one we use on
Swedish data and for three periods, from 1995 to 2007, 2015 and 2018 respectively. Our results on how the
effects of policy rate changes on GDP, CPIF inflation and the real exchange rate have changed over time are
in line with their results.

33 However, in Section 3.3 below, we note that the effects on hours worked and employment appear to
have increased slightly over time, although these effects are not statistically significant.

34 In Appendix C we make an approximate probability calculation to show this.

35> However, we note that there has been little variation in the policy rate since the global financial crisis,
and particularly in the latter part of the 2010s.
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4.1

Effects of monetary policy on other macroeconomic variables

The 2020-2021 Covid pandemic raised the question of how to deal with a sequence of
extreme observations when estimating a VAR model. 3® We have therefore also specif-
ically examined the impact of the 2020-2022 data on our estimates. We then instead
estimate the model on shrinking samples ending in 2019Q4, i.e. before the pandemic,
instead of 2022Q4 (not shown here). This gives broadly the same overall results as
those reported above for GDP (larger maximum effects over time), the CPIF (stable ef-
fects) and the real exchange rate (larger effects). However, the effect on unemploy-
ment, which is stable in Figure 2, appears to have decreased over time when the end
point of the sample is 2019Q4 instead of 2022Q4. One interpretation of this is that
the pandemic and the post-pandemic period have rather limited effects on the analy-
sis of how the effects changed over time in the baseline model.

Effects of monetary policy on other
macroeconomic variables

In this chapter we study the effects of monetary policy on a broader set of macroeco-
nomic variables. The discussion is divided into five different themes or topics: interest
rates, GDP and its components, labour market, prices and house prices and debt.
Starting from the baseline model above, we extend the model by one or a small num-
ber of variables at a time and study the effects of monetary policy on them.

Interest rates

In this chapter we study how different interest rates in the economy are affected
when the policy rate changes, what is commonly referred to as the "first stage of
transmission". Changes in the policy rate affect market rates (e.g. the STIBOR inter-
bank rate) and, via banks' funding costs, the interest rates faced by households and
businesses.3” The extent to which different interest rates are affected by a change in
the policy rate is captured by the interest rate pass-through, which is the ratio of the
change in the interest rate in question to the change in the policy rate. 3 Common
methods for estimating the pass-through are event studies and various regression
models. Here, we use our structural VAR model to calculate the pass-through.

We start from the baseline model (see Chapter 2), add one interest rate at a time to
the model and study the effects of an unexpected change in the policy rate on the

36 Lenza and Primiceri (2020) show that excluding the observations from the pandemic may be acceptable if
the purpose, as in our study, is parameter estimation with VAR models. Another way to deal with the pan-
demic is to include dummy variables for 2020Q1 and 2020Q2 when the movements in the time series were
the largest, or a dummy variable for the whole period from 2020Q1 onwards. However, there is no major
difference in results when we include the dummy variables and we therefore choose to estimate the model
with data for the pandemic as well, as they do not have a major effect on the results in the baseline model.
37 See Vredin and Asberg Sommar (2023) for a general description of how monetary policy is implemented
in practice. During the period we are studying, the Riksbank has had two different operational frameworks.
The first between 1994 and 2019, see Sellin and Asberg Sommar (2014) for a description, and the second
which applies today and is described in Hansson and Wallin-Johansson (2023).

38 See Sveriges Riksbank (2023) and Fransson and Tysklind (2016) for an in-depth discussion of the opera-
tional framework and how the general level of interest rates is affected by monetary policy.

15



Effects of monetary policy on other macroeconomic variables

various interest rates. 3° The interest rates we study are the three-month STIBOR,
three-month and five-year mortgage rates, the average interest rate on loans to com-
panies, the average deposit rate for households and a 10-year government bond rate.
The sample allows us to examine the effect on a number of key short- and long-term
interest rates faced by households and businesses, but also rates set in financial mar-
kets. All interest rates included in the analysis are central rates in the economy - for
example, Swedish households' mortgages account for approximately 80 per cent of
total household debt and three-month fixed-rate loans have accounted for between
half and three-quarters of mortgages since the early 2000s. The models are estimated
for the period 1995Q1-2022Q4.%° We assume that the various interest rates can be af-
fected in the same quarter as the policy rate changes and otherwise make the same
assumptions about the identification of the monetary policy shock as in the baseline
model.

39 We study seven different interest rates and thus estimate seven different VAR models. The effects of an
interest rate increase on the variables included in the baseline model are not significantly affected when we
add these different interest rates to the model.

40 For mortgage rates, the model is estimated for the period 1997Q2-2022Q4 due to the availability of data
for these.
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Effects of monetary policy on other macroeconomic variables

Figure 3. Effects of an increase in the policy rate on other interest rates
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Note. The figure shows the effects of a monetary policy shock from SVAR models where the ini-
tial effect on the policy rate has been normalised to one percentage point. The models are esti-
mated for the period 1995Q1-2022Q4 for all variables except for mortgage rates, where the
estimation starts in 1997Q2 instead. All variables are in level. The red lines are the 5th, 15th,
25th, 75th, 85th and 95th percentiles of the probability distribution of the response and the
blue line shows the median response (50th percentile).

In Figure 3 we show the effects of a monetary policy shock on the various interest
rates when the policy rate is initially raised by one percentage point. We define the
pass-through of the policy rate to other interest rates as the maximum (peak) effect
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Effects of monetary policy on other macroeconomic variables

on that rate divided by the maximum effect on the policy rate.*! For example, the
pass-through for the 3-month mortgage rate is 1 divided by 1.2, i.e. around 0.8. We
see that the pass-through for shorter maturities is larger, around 0.7-1, while the
pass-through for longer maturities is smaller, around 0.1-0.4. We also see that a
change in the policy rate has a rapid impact on other interest rates. With regard to the
effects on the individual interest rates, we can see that an increase in the policy rate
has a pass-through to STIBOR of just over 1. The pass-through of the 3-month short-
term mortgage rate and the average deposit rate faced by households is around 0.8
and 0.7 respectively. For the average interest rate on loans to businesses, the pass-
through of a policy rate increase is 0.8 per cent. For interest rates with longer maturi-
ties, the 5-year mortgage rate and the 10-year government bond rate, we obtain a
pass-through of just over 0.4 and 0.1 per cent respectively.

We also show the probability intervals of size 50, 70 and 90 per cent in the figure (see
dashed red lines). For all interest rates, the effect of a policy rate increase is statisti-
cally significantly different from zero, with the exception of the 10-year government
bond rate. We also have relatively wide probability intervals for the 5-year mortgage
rate, which means that the estimated pass-through is uncertain.

In Figure 4 we show how the interest rate pass-through has changed over time. The
method is the same as that used above for the baseline model, with the difference
that we choose to normalise the maximum effect (instead of the initial effect) on the
policy rate to 1.*2 We see there that the pass-through of the policy rate to the various
interest rates has been relatively stable over time. The pass-through to STIBOR has
been close to 1 over time. The pass-through between the three-month mortgage rate
and the corporate loan rate has been slightly below 1 and appears to have increased
over time. The pass-through of the policy rate to the average deposit rate faced by
households has declined over time.*? For the 5-year mortgage rate, the pass-through
appears to have increased over time, and with more recent data the effect is statisti-
cally different from zero. The pass-through for the 10-year government bond rate is
clearly the lowest among all the rates analysed and is not significantly different from
zero.

Our method of studying the pass-through of the policy rate to other interest rates
does not seem very common in the research literature, but the results are in line with
studies using more high-frequency data. Our results for the short-term market rate
and short-term interest rates to households and businesses are in line with the results
in Tysklind and Fransson (2016), who showed a significant pass-through for these
rates, for example their estimated pass-through to a 3-month mortgage rate is just
over 0.9. Their estimates for longer-term market rates are also in line with our results;

41 We choose to calculate the pass-through in this way because the policy rate response is not greatest ini-
tially.

42 We choose this option here because it gives a better picture of the interest rate pass-through to relate
the maximum effects.

43 One reason for the reduced pass-through may be that no Swedish banks introduced negative deposit
rates for households during the period when the Riksbank cut the policy rate below zero.
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Effects of monetary policy on other macroeconomic variables

for example, the pass-through for the ten-year rate is relatively limited.** Kaplan and
Njie (2024) find an average pass-through of around 0.9 to the variable mortgage rate
when they examine different episodes of policy rate changes over the period 2006-
2023. % Our results are also in line with international studies on the pass-through of
the interest rate. For example, a meta-study by Gregora et al. (2019) that the pass-
through to lending rates when the policy rate changes is 0.8 on average. %

44 Tysklind and Fransson (2016) conducted a similar but more comprehensive analysis with many more in-
terest rate variables. The authors use a simple regression to estimate how different interest rates are af-
fected by a policy rate decision. The model includes both the expected and unexpected change in the policy
rate.

4> Kaplan and Njie (2024) examine the relationship between the policy rate and the variable mortgage rate
by identifying the factors that drive the mortgage rate. They also analyse the impact of the policy rate on
the variable mortgage rate for different periods between 2006 and 2023. To study this, the authors develop
an analytical framework that takes into account all bank funding. They find that the pass-through of a policy
rate change has decreased in the latest rate hike cycle compared with previous cycles.

46 Gregora et al. (2019) reviews the empirical literature on interest rate pass-through and systematises it
through meta-analysis and meta-regressions. They analyse 52 studies and pick out 1,040 coefficients for the
estimated interest rate pass-through. When they control for country-specific institutional factors, for exam-
ple, the estimated pass-through drops to 60 per cent. Furthermore, they find that the estimates for longer-
term interest rates and average lending rates to households tend to be significantly lower.
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Effects of monetary policy on other macroeconomic variables

Figure 4. Maximum effects of an increase in the policy rate on other interest rates
estimated for different samples

Deposit rate s Mortgage rate, 3 months

1.5

Perc. points
Perc. points

W

0.5
0.5
0 0
2000 2005 2010 2015 2004 2006 2008 2010 2012 2014
Sample midpoint Sample midpoint
. Corporate loan rate , Mortgage rate, 5 years

Perc. points
Perc. points
e
o

o

0.5

0 -0.5

2000 2005 2010 2015 2004 2006 2008 2010 2012 2014
Sample midpoint Sample midpoint

) STIBOR ; Gov. bond yield, 10 years

et
o

Perc. points
Perc. points
o

0.5 -0.5
2000 2005 2010 2015 2000 2005 2010 2015

Sample midpoint Sample midpoint

Note. BVAR models with the different variables in the figure are estimated for different sam-
ples and the figure shows how the maximum effect on different variables has changed over
time. The 5th, 15th, 25th, 50th (median, in bold), 75th, 85th and 95th percentiles of the maxi-
mum effect distribution are shown. The maximum effect on the policy rate is normalised to
one percentage point in all estimates. All variables are in level. The model is first estimated
with a start period of 1995Q1 and an end period varying from 2010Q1 to 2022Q4 (expanding
sample), see blue lines. The model is then estimated with the start period moved forward,
1995Q1 to 2008Q1 and the end period 2022Q4 (shrinking sample), see red lines. The x-axis
shows the midpoint of the sample period.
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4.2

Effects of monetary policy on other macroeconomic variables

GDP and its components

In this chapter, we estimate the effects for the different components of GDP and then
compare the results with other studies. We start from the baseline model described in
Section 2.1. We then add the following variables to the model, one at a time: con-
sumption, investment, housing investment, exports and imports.%” All variables are
(like GDP) in level and log-transformed and we assume that a monetary policy shock
cannot affect them in the same quarter as the interest rate is raised.

Figure 5 shows the effects of monetary policy on the components of GDP when the
different models for the components are estimated for the period 1995Q1-2022Q4. In
all cases, the policy rate is assumed to be raised by one percentage point initially.*®
We see there that the maximum effect on consumption (-0.3 per cent) is about half
the size of the effect on GDP (-0.8 per cent), while the effect on investment is about
twice the size of GDP (-1.6 per cent). These relationships are in line with the relative
volatility of these variables in the data. Since the consumption response is affected to
some extent by data for the period 2020-2022, we also show the response when the
model is estimated for the period before the pandemic, 1995Q1-2019Q4 (see light
blue line). The effect on housing investment (-7.3 per cent) is significantly larger than
the effect on non-housing investment (-1.0 per cent) and means that about a third of
the effect on GDP falls on housing investment, despite the fact that it accounts for a
relatively small share of GDP.*° Both exports (-1.6 per cent) and imports (-2.1 per
cent) fall, but as imports decline more than exports, the effect on net exports is nega-
tive. However, the initial effect on net exports in our model estimates is positive,
which is in line with what is usually described by the so-called J-curve - that is, net ex-
ports increase after an appreciation of the exchange rate and then decrease.*® As with
GDP, the responses for the different variables are hump-shaped and the maximum ef-
fects occur in most cases, as with GDP, after about two years.>!

47 Net exports are the difference between exports and imports. Non-housing investment refers to private
investment excluding housing investment, thus also excluding public investment which is included in the
measure of total investment (here only referred to as investment).

48 We note that the response for the policy rate differs slightly in the different estimates. However, these
differences are so small that they do not affect the analysis in any significant way.

4% The share of housing investment in GDP has been around 4 per cent on average during our sample period
and the contribution to the GDP effect based on the maximum effects is then 7.3¥*4%/0.8.

50 The J-curve is commonly used to describe the change in the trade balance following a depreciation of the
currency as the current account first falls and then rises. In this study, the real exchange rate appreciates
when the interest rate is raised, causing the J-curve to move upside down. The effect is not unique to Swe-
den, see Camacho and Lindstrém (2021), but as value chains have become more globalised, the relationship
has become weaker in recent years, see Frohm (2018).

51 Correlations between GDP growth rates and different components of GDP are typically strongest at
around the same time.
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Effects of monetary policy on other macroeconomic variables

Figure 5. Effects of an increase in the policy rate on GDP components
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Note. The figure shows the effects of a monetary policy shock from SVAR models where the ini-
tial effect on the policy rate has been normalised to one percentage point. The models are esti-
mated for the period 1995Q1-2022Q4 for all variables. The red lines are the 5th, 15th, 25th,
75th, 85th and 95th percentiles of the probability distribution of the response and the blue line
shows the median response (50th percentile). The model with consumption has also been esti-
mated for the period 1995Q1-2019Q4, see light blue line.

In Figure 2 in Chapter 3, we saw that the effects of a change in interest rates on GDP
have become larger over time. In Figure 6 we show how the maximum effects of the
GDP components have changed over time. We see that this is mainly related to a
larger effect on housing investment. The effect on housing investment has roughly
doubled from around -5 per cent in the early samples to around -10 per cent in the
samples that put most weight on later data. The effects on consumption also appear
to have increased somewhat over time. However, we note that neither the changes in
the effects on housing investment nor consumption are statistically significant. The ef-
fect of a change in interest rates on non-housing investment has declined over time,
and according to our estimates, the effects are virtually non-existent for later samples
(not shown here).
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Effects of monetary policy on other macroeconomic variables

The fact that the effects of monetary policy on consumption and housing investment,
and hence GDP, have increased over time is in line with the predictions of general
equilibrium models with housing and indebted households. For example, higher in-
debtedness means that households' interest expenditure, and thus their consump-
tion, become more sensitive to a given change in the loan rate.>?

52 See Chen et al. (2023), Di Casola and Iversen (2019) and Finocchiaro et al. (2016) for comparisons of the
effects of monetary policy with different debt levels in general equilibrium models with housing and in-
debted households. In these articles, the effects of policy rate changes are calculated with different as-
sumptions about household debt levels in steady state. For example, different debt levels can be calibrated
by assuming different loan-to-value (LTV) ratios for household mortgages. All three articles show that the
effects of monetary policy on consumption become greater with higher debt and Chen et al. (2023) also
shows that the impact on housing investment will be larger.
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Effects of monetary policy on other macroeconomic variables

Figure 6. Maximum effects of an increase in the policy rate on GDP components
estimated for different samples
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Note. BVAR models with the different variables in the figure are estimated for different sam-
ples and the figure shows how the maximum effect on different variables has changed over
time. The 5th, 15th, 25th, 50th (median, in bold), 75th, 85th and 95th percentiles of the maxi-
mum effect distribution are shown. The initial effect on the policy rate is normalised to one
percentage point in all estimates. All variables are in level. The model is first estimated with a
start period of 1995Q1 and an end period varying from 2010Q1 to 2022Q4 (expanding sample),
see blue lines. The model is then estimated with the start period moved forward, 1995Q1 to
2008Q1 and the end period 2022Q4 (shrinking sample), see red lines. The x-axis shows the
midpoint of the sample period.

The impact of monetary policy on the different components of GDP - the relative
quantitative contributions of the different components to GDP - is an issue that ap-
pears to have received rather limited attention in the research literature.>® We com-
pare the estimated effects with those in three general equilibrium models estimated

53 Angeloni et al. (2003) estimate the effects of monetary policy for the US (1960-2001) and the euro area
(1970-2000) with, among other things, VAR models and show that private sector demand in the US is rela-
tively affected quite considerably by consumption, while it is affected more by investment in the euro area.
They refer to this difference as the 'output composition puzzle'. Lindé (2003b) shows that in a general equi-
librium model these differences can be explained by parameters governing adjustment costs for investment
and capacity utilisation and households' consumption habits. For example, the effect on consumption in the
euro area is relatively smaller in relation to investment, as the habit persistence of consumption is greater
there than in the US.
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Effects of monetary policy on other macroeconomic variables

on Swedish data used by the Riksbank over the past 20 years, as responses of the vari-
ous components of GDP to a monetary policy shock are available for these models.
The three models are Ramses 1, Ramses 2 and MAJA. The effect of a monetary policy
shock on GDP is quite similar in these models and somewhat smaller than in our BVAR
model. In all three models, the effect on consumption is about the same size as the
effect on GDP, while the consumption effect in the BVAR model is instead about half
the size of the GDP effect. However, the effect on investment relative to the effect on
consumption (or GDP) is quite different in the three models. Overall, the effects on
consumption, investment and GDP in MAJA are most in line with those in the BVAR
model. An important explanation is probably that MAJA is estimated on approxi-
mately the same sample period as the BVAR model. But the large differences in the
responses for investment in the three models cannot be explained solely by different
sample periods - the fact that the effects on investment are significantly larger in
Ramses 2 than in the other models is largely due to the fact that it contains financial
frictions.

Our estimates imply that the effects of monetary policy via housing investment are an
important channel for the effects on GDP. The relatively large effects of an interest
rate increase on housing investment is in line with estimates for the euro area, the US
and Canada.>* But our estimated effects are significantly larger than those in a general
equilibrium model with a housing sector estimated on Swedish data.>

Our estimated effects on consumption are significantly smaller than in two relatively
recent studies on Swedish data. We have examined the differences and found that
the consumption effects are sensitive to relatively small differences in the choice of
sample period.>® If we omit data for 1995 and/or data from 2020 onwards, the esti-
mated effects on consumption become larger and more in line with those in Stock-
hammar et al. (2022). In Figure 6, for example, we see that the consumption re-
sponses estimated on data to 2022Q4 and 2019Q4 are clearly different.>” But above

54 Battistini, Chiaie and Gareis (2023) estimate a BVAR model with housing investment for the euro area and
the US for the period 1995-2022. A monetary policy shock that raises the policy rate by one percentage
point causes housing investment to fall by a maximum of around 5 and 8 per cent respectively, and the
maximum effect occurs after 3-4 years. Luciani (2015) estimates a dynamic factor model with 109 variables
for the US for the period 1982-2010 and shows that a monetary policy interest rate increase of one per-
centage point causes housing investment to fall by 8-9 per cent after 4-5 years. Chernis and Luu (2018) use
narratively identified monetary policy shocks and direct regression models (local projections) to estimate
the effects of monetary policy on, for example, housing investment in Canada during the period 1974-2015.
A monetary policy interest rate increase of one percentage point causes housing investment to fall by
around 5 per cent and the maximum effect comes within a year.

5> Walentin (2014) estimates a general equilibrium model with a housing sector where households take on
debt to buy a home. The estimated effects of a monetary policy shock on GDP and inflation are roughly in
line with those we report, but the effect on housing investment is much smaller. A policy rate increase of
one percentage point causes housing investment to fall by about 1.5 per cent,

% When we include dummy variables in the same way as for the baseline model, the results are not af-
fected in any notable way than the one presented in the estimation of consumption in Figure 5. If we in-
clude two dummy variables (2020Q1 and 2020Q2), the result for consumption is similar to the one when
the model is estimated up to 2019Q4 (see light blue line in Figure 5). If we include a dummy variable for the
whole period from 2020Q1 onwards, we see no visible impact compared to the run without dummy varia-
bles.

57 Stockhammar et al. (2022) estimates the effects of a monetary policy rate increase with structural BVAR
models estimated at different sub-periods during the period 1996Q1-2019Q4. The estimated consumption
effect for the whole sample is -0.6 per cent. Di Casola (2023) estimates the effects of a shock to the shadow
rate (identified by zero and sign restrictions) with structural BVAR models for 19 countries over the period
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4.3

Effects of monetary policy on other macroeconomic variables

all, the picture of the consumption effects becoming larger over time becomes clearer
if we let the shrinking samples end in 2019 instead of 2022, see Figure 6.

Labour market

We start from the baseline model described in Section 2.1. We then add the following
variables to the model, one at a time: hours worked, employment, average hours
worked, labour force and labour productivity. All variables are in level and log-trans-
formed and we assume that a monetary policy shock cannot affect them in the same
guarter as the interest rate is raised.

Figure 7 shows the effects of monetary policy on the various labour market variables
when the model is estimated for the period 1995Q1-2022Q4. In all cases, the policy
rate is assumed to be raised by one percentage point initially.>® We see there that the
effects on employment (maximum effect -0.7 per cent) and hours (-0.6) are approxi-
mately equal in size so that the effect on the ratio between these two variables, aver-
age hours worked (-0.2), is limited and, above all, not significantly different from zero.
This means that monetary policy mainly affects labour input via the so-called exten-
sive margin. We further see that the maximum effect on hours comes after 8 quarters
and on employment after 10 quarters. Businesses thus respond to lower demand by
first reducing the number of hours per employee and somewhat later by reducing the
number of staff. Furthermore, the maximum effect on hours is about the same as the
effect on GDP and the effect on the ratio between these variables, labour productiv-
ity, should therefore be limited. When we estimate the effect on this variable directly,
the effect is surprisingly large (the maximum effect is -0.4) but we also note that it is
not significantly different from zero. The effect on the labour force is small and not
significantly different from zero. We also note that the effects on unemployment, em-
ployment and hours worked are much more persistent than the effects on GDP.*®

1995Q1-2022Q1. She finds that a shock that raises the shadow rate by one percentage point reduces con-
sumption by almost 2 per cent but also has much larger effects on household debt than we get, which may
explain the large differences.

58 We note that the response for the policy rate differs slightly in the different estimates. However, these
differences are so small that they do not affect the analysis in any significant way.

%9 The effects on GDP have largely faded after 5 years (20 quarters), while at least % of the maximum effect
remains for these three labour market variables.
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Figure 7. Effects of an increase in the policy rate on labour market variables
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Note. The figure shows the effects of a monetary policy shock from SVAR models where the ini-
tial effect on the policy rate has been normalised to one percentage point. The model is esti-
mated for the period 1995Q1-2022Q4 for all variables. The red lines are the 5th, 15th, 25th,
75th, 85th and 95th percentiles of the probability distribution of the response and the blue line
shows the median response (50th percentile).

In Figure 8 we show how the maximum effects on the labour market variables have
changed over time. In Figure 2 we saw that the effects of an interest rate adjustment
on GDP have become larger over time, and in Section 4.2 we linked this to larger ef-
fects on housing investment and consumption. We see that the effects on hours and
employment also seem to have become larger over time, which is in line with what
we observe for GDP. But these changes can hardly be said to be statistically signifi-
cant.®® For average hours worked and labour productivity, we see no clear changes in

80 The steep initial drop in the red line for many of the labour market variables in Figure 8 can also be inter-

preted as the estimates being sensitive to the inclusion of data for the beginning of the sample period, es-
pecially data for 1995.
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the maximum effects over time. The effect on the labour force changes sign from pos-
itive to negative as we put more weight on more recent data. On the one hand, the
effect is not statistically different from zero, but on the other hand, there is a high
probability that the effect has changed over time.

Figure 8. Maximum effects of an increase in the policy rate on labour market
variables estimated for different samples
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Note. BVAR models with the different variables in the figure are estimated for different sam-
ples and the figure shows how the maximum effect on different variables has changed over
time. The 5th, 15th, 25th, 50th (median, in bold), 75th, 85th and 95th percentiles of the maxi-
mum effect distribution are shown. The initial effect on the policy rate is normalised to one
percentage point in all estimates. All variables are in level. The model is first estimated with a
start period of 1995Q1 and an end period varying from 2010Q1 to 2022Q4 (expanding sample),
see blue lines. The model is then estimated with the start period moved forward, 1995Q1 to
2008Q1 and the end period 2022Q4 (shrinking sample), see red lines. The x-axis shows the
midpoint of the sample period.

Our estimated effects of monetary policy on labour market variables can be summa-
rised by saying that monetary policy affects the number of hours worked via employ-
ment (the extensive margin), and that the effect on the labour force is relatively small
and statistically insignificant. The effect on labour productivity is negative but not sta-
tistically significantly different from zero. These observations are essentially in line
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with the effects in the general equilibrium models used by the Riksbank. MAJA, for ex-
ample, ignores the effects of monetary policy on average hours worked (the intensive
margin) and the effects on labour productivity are limited.

Studies using US data have found that an increase in the policy rate has a significant
negative effect on the labour force.® For Sweden, we note that the effect may have
changed sign from positive (countercyclical) to negative (pro-cyclical) but, more im-
portantly, that it is not statistically significantly different from zero. Thus, in contrast
to the evidence for the US, we find no evidence that monetary policy has important
effects on the labour force.

Prices

In this chapter we analyse the impact of monetary policy on inflation and its various
components. Above, we have documented that an interest rate increase causes CPIF
inflation to fall, that this effect is statistically significant and that it has also been rela-
tively stable over time.

In Figure 9, we show the effects of a monetary policy shock that raises the policy rate
by one percentage point initially for various measures of inflation and components of
the CPI (where all variables are in annual percentage change). We add the different

variables one by one to the baseline model and estimate the effects for each variable.

In 2017, the Riksbank changed its target variable from CPI to CPIF. One reason was
that changes in the policy rate, via effects on household mortgage rates, affect the CPI
in the "wrong direction". In the CPIF, household mortgage rates are instead kept con-
stant. We see in the figure that an increase in the policy rate causes housing costs for
owner-occupied homes in the CPI to rise initially, which in turn causes CPI inflation to
rise. As policy rate changes have a rapid pass-through to mortgage rates, we allow the
policy rate to affect CPI inflation in the same quarter.®? However, the positive effect
on CPl inflation fades and the 2-year response is in line with that of CPIF inflation. The
effect on CPIF-XE inflation is also similar to that for CPIF inflation, and the effect on
the energy component of the CPl is not significantly different from zero in our esti-
mates (not shown here).%?

61 Christiano et al. (2021) estimate a 14-variable VAR model on US data for the period 1951-2008 and find
that a monetary policy shock that raises the interest rate has a negative impact on the labour force and the
effect is statistically significantly different from zero. Graves et al. (2023) identify monetary policy shocks
with high-frequency data for the US and estimates the effects of monetary policy with a six-variable VAR
model. A monetary policy shock that raises the 2-year government bond yield leads to a fall in labour force
participation.

62 |f we instead assume that CPI inflation is not affected in the same quarter by the interest rate increase,
the response is very similar to that for CPIF inflation. But this assumption is not realistic because mortgage
rates are affected quickly when the policy rate is adjusted.

63 We find that the effect on the change in the energy component of the CPI is close to zero and statistically
insignificant under two different identification assumptions, i.e. with and without a zero contemporaneous
restriction on the effect (these estimates are not shown here).
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Figure 9. Effects of an increase in the policy rate on different measures of inflation
and components of the CPI
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Note. The figure shows the effects of a monetary policy shock from SVAR models where the ini-
tial effect on the policy rate has been normalised to one percentage point. The model is esti-
mated for the period 1995Q1-2022Q4 for all variables. The red lines are the 5th, 15th, 25th,
75th, 85th and 95th percentiles of the probability distribution of the response and the blue line
shows the median response (50th percentile).

We then study the effects on different components of the CPI. We see that price
changes for goods and food fall when the interest rate is raised, while services price
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inflation initially rises. However, for services in the CPI, we have noted that the esti-
mated effects are not robust when we use different sets of inflation variables in the
model simultaneously. But the effects become more robust and easier to understand
when we exclude rents from services and estimate the effects on services excluding
rents and rents separately. We see that a higher interest rate causes rents to rise and
the price change for services excluding rents to fall.®* Rents increase because housing
companies' interest costs rise and these costs are to some extent passed on to ten-
ants (a type of cost channel). Rising mortgage rates also causes the cost of owning a
home to increase, which leads to a rise in relative demand for rented accommodation,
and thus also in rents.

Overall, we see that the maximum effects of an interest rate increase on CPIF inflation
and CPIF-XE inflation and on price changes for goods and services excluding rents are
fairly similar.%> We see that the maximum effects for goods and food occur earlier (af-
ter about one year) than for services excluding rents (about 2 years), which may be
due, among other things, to the fact that the impact via the exchange rate channel is
greater for the former two groups.®®

The effects of monetary policy on rents appears to be an issue that has received lim-
ited attention in the research literature. Laséen and Nilsson (2024) find a positive but
insignificant effect of a monetary policy rate increase on rents after one year. Our re-
sults are in line with a study on US data showing that rent inflation rises when mone-
tary policy is tightened. For US data, this may explain a large part of the so-called price
puzzle, i.e. the observation that inflation is influenced in the "wrong direction".%”

House prices and debt

The rapid increases in house prices and debt in many countries, including Sweden, in
recent decades and the global financial crisis of 2007-09 raised the question of how
monetary policy should respond to the build-up of financial imbalances. In Sweden,
the discussion was most intense in the years following the financial crisis when the
Riksbank raised the policy rate. The emphasis that monetary policy places on such im-
balances, such as rapidly growing household debt, in addition to resource utilisation
and inflation, has come to be known as "leaning against the wind". Such a policy could
reduce the risk of a financial crisis and thus lead to better realisation of inflation and
resource utilisation objectives in the longer term. A fundamental condition for such a

64 We have obtained similar results when we exclude foreign travel from the services in addition to rents.
The effect for services excluding rents and international travel is therefore not shown here.

65 The fact that goods prices are affected more than services prices by a monetary policy interest rate
change is also one of the main conclusions in Laséen and Nilsson (2024), but in our case it is thus mainly
due to the effect on rents.

66 For goods and food, we get a large negative effect initially on the quarterly change if we allow for this but
thereafter the response is similar to that shown in Figure 9.

67 Dias and Duarte (2019) estimate the effects of monetary policy on house prices and rents with a proxy-
SVAR model and data for a small number of macroeconomic variables for the US over the period 1983-
2017.
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policy to be meaningful is that monetary policy has the intended effect on debt.® And
given the close link between developments in house prices and debt, it is reasonable
to believe that the effects of monetary policy on these two variables are to some ex-
tent related.®®

Here we estimate a model that includes house prices and household debt in addition
to the variables in the baseline model. Both variables are deflated by the CPIF and log-
transformed. The model is thus similar to the one used by Laséen and Strid (2013) to
study the effects of monetary policy on household debt. We also estimate a variant of
the model in which the debt ratio, i.e. debt as a percentage of GDP, is included in-
stead of real debt.”® We estimate the models for different sample periods in order to
study how the effects of monetary policy on the two variables have changed over
time.

Figure 10 shows the effects on real house prices and real household debt when the
policy rate is raised by one percentage point. When the model is estimated for the pe-
riod 1995Q1-2022Q4, the maximum effects for both variables are -1.7 per cent and
they come after about two years for house prices and somewhat later for debt. The
maximum effect on the debt-to-GDP ratio is -1.8 per cent and occurs only after about
four years. We also note that the effect on debt is very persistent. This is because the
impact on the debt stock is gradual over a longer period, as new lending represents a
limited share of total debt.”*

We then estimate the model for different sample periods to study how the effects
have changed over time. We see that the estimated maximum effects on house prices
and real debt become larger when data for the later part of the inflation-targeting pe-
riod are given more weight. For example, if the model is estimated on data after the
turn of the millennium, i.e. the years 2000-2022, the maximum effects are approxi-
mately -2.5 per cent for the two variables (the midpoint of the sample period shown
on the x-axis is then 2011). The Riksbank has previously reported effects on real
household debt in the order of -1 per cent based on estimates with a similar model on
data up to 2013. Our estimate of the effect for the period 1995-2013 is -0.8 (the mid-
point of this sample is 2004) and is thus well in line with the previous estimate, alt-
hough the model specification differs slightly. The effects on house prices and the
debt ratio are also in line with the previous study.”? The maximum effects on the debt

58 The monetary policy trade-off with regard to household debt is discussed in Sveriges Riksbank (2013) and
the effects of monetary policy on household debt are discussed in Sveriges Riksbank (2014). In this frame-
work, monetary policy affects debt, which in turn affects the likelihood of a crisis and the economic conse-
quences of a crisis.

89 A simple conceptual model describing the relationship between house prices and household mortgage
debt is presented by Svensson (2013).

70 We choose to estimate the effect on the debt ratio directly instead of deriving it from the effects on GDP
and real debt because these two variables are deflated by the GDP deflator and the CPIF, respectively.

71 See Svensson (2013) for a simple model in which the turnover rate on the housing market determines
how quickly monetary policy affects the mortgage stock. This model may provide a partial explanation for
the persistent effects of monetary policy on debt.

72 Effects on house prices and debt were estimated with a BVAR model by Laséen and Strid (2013) (and the
effect on debt was also reported in Sveriges Riksbank (2014)). The maximum effect on real house prices in
this study is -1.1 per cent, which is fully in line with our updated estimate for the sample period 1995-2013.
The maximum effect on the debt ratio is -0.5 per cent for this sample period, which is slightly lower than in
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ratio appear to have been more stable over time, with maximum effects ranging from
around -1 to -2 per cent for samples based on more recent data. The relatively stable
effect on the debt ratio over time is in line with the increase in the effects on both
real debt and GDP over time.

Figure 10 also shows probability ranges for effects of size 50, 70 and 90 per cent re-
spectively. The probability that an increase in the policy rate will lead to lower real
debt is about the same as when the corresponding analysis was conducted 10 years
ago, around 95 per cent. The probability that an increase in the policy rate will lead to
a lower debt ratio has been around 85 per cent when the model is estimated with
more recent data (see the red line), but for the 1995-2022 estimate this probability,
too, is around 95 per cent. All in all, the probability that an interest rate increase will
lead to lower real indebtedness and a lower debt ratio is thus high.

Laséen and Strid (2013). The main difference between the two models is that we include the real exchange
rate in our model. Differences in the estimates could also be due to our use of data from different points in
time (different vintages).
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Figure 10. Effects of an increase in the policy rate on house prices and debt
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Note. The charts in the left-hand column show the effects of a monetary policy shock from
SVAR models in which the initial effect on the policy rate has been normalised to one percent-
age point. The model is estimated on Swedish data for the period 1995Q1-2022Q4. The red
lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability distribution of
the response and the blue line shows the median response (50th percentile). In the right-hand
column, the model is estimated with the same variables as on the left, for different samples,
and the charts show how the maximum effects change over time. The model is first estimated
with a start period of 1995Q1 and an end period varying from 2010Q1 to 2022Q4 (expanding
sample), see blue lines. The model is then estimated with the start period moved forward,
1995Q1 to 2008Q1 and the end period 2022Q4 (shrinking sample), see red lines. The x-axis
shows the midpoint of the sample period.

Our estimated effects of monetary policy on real house prices are smaller than those
reported in the Riksbank's commission of inquiry into risks in the Swedish housing
market (RUTH) in 2011. This commission of inquiry reported effects on real house
prices with a general equilibrium model and a BVAR model of -2 to -5 per cent when
the policy rate is raised by one percentage point. In addition to the sample period be-
ing different from our estimates, the assumptions in the BVAR models differ in several
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respects.”? However, these effects are more in line with those we obtain when we es-
timate the model with greater weight on more recent data. Our impression is that
there is considerable uncertainty about the effects of monetary policy on house prices
in international studies.”

As regards the effects of monetary policy on real debt and the debt ratio, Svensson
(2013, 2017) has argued that the effects are probably small, and that a rate increase
could even have positive effects on both variables. However, this argument is largely
based on a model that cannot capture the short-term dynamics of debt, such as hous-
ing equity withdrawals.” Our results thus show instead that real debt is very likely to
decrease when the policy rate is raised. In addition, the effect on real debt is likely to
have increased over time. Furthermore, our estimated effects on real debt are well in
line with the results of a number of international studies.”®

Concluding discussion

In this staff memo, we have estimated the effects of monetary policy in Sweden dur-
ing the period 1995-2022 with structural VAR models and recursiveness assumptions.
Our estimated effects of an unexpected change in the policy rate on GDP are larger
than in previous comparable research studies, which is probably because these effects
have become larger over time. The estimated effects on inflation are broadly in line
with, or possibly slightly larger than, those in previous studies. The ratio between the
effects on the two variables (sacrifice ratio) is also roughly in line with previous stud-
ies. Our calculations are relatively insensitive to a range of alternative assumptions re-
garding the specification of the SVAR model.

Our estimates of how the effects of monetary policy have changed over time fit well
into a narrative of increased debt in Sweden and a more interest-rate sensitive econ-
omy. Compared with previous studies, which have mainly focused on the increased
interest-rate sensitivity of household consumption, we show how the effects on a
larger number of variables have changed over time.”” For example, we show that the
effects on housing investment, and hence GDP, as well as house prices and household
debt are likely to have increased over time. These changes are broadly in line with the
predictions in structural economic models for how the effects of monetary policy
change when the level of debt in the economy increases. However, an important dif-
ference compared with the predictions in these models is that we do not find support
for the fact that the effects on inflation have also become larger over time.”® This

73 See Claussen et al. (2011). Their BVAR model differs from ours in several respects, including the variables
included, variable transformations and lag length.

74 See for example the summaries of effects in Claussen et al. (2011) or Robstad (2018).
7> See Svensson (2013) and the discussion in Laséen and Strid (2013).

76 See, for example, Robstad (2018), who summarised the effects on real debt in a number of international
studies.

77 See, for example, Stockhammar et al. (2022) for a study focusing on how the effects of monetary policy
on household consumption have changed over time.

78 See Chen et al. (2023), Di Casola and Iversen (2019) and Finocchiaro et al. (2016) for comparisons of the
effects of monetary policy with different debt levels in general equilibrium models.
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could indicate that companies' pricing has become less sensitive to changes in re-
source utilisation and costs, i.e. that the Phillips curve has simultaneously become
flatter.” However, we note that the discussion in the wake of the surge in inflation in
2022 has been more about the fact that companies have raised their prices more than
usual relative to how costs have developed.&’ However, this relates to a very short
sub-period of the inflation-targeting period and has thus had no discernible impact on
our estimates.

The Riksbank has previously drawn the conclusion that higher interest-rate sensitivity
means that the policy rate does not need to be raised as much as before to obtain the
same tightening effect on the economy.?! This conclusion is based on the assumption
that a more interest rate-sensitive real economy also means that changes in the policy
rate have a greater effect on inflation than before. But if it is the case that the effects
on resource utilisation have become greater over time while the effects on inflation
have been stable, the impact of increased interest-rate sensitivity on monetary policy
will depend on the importance a policy maker attaches to stabilising resource utilisa-
tion and inflation respectively. If the policy maker focuses only on stabilising inflation
(strict inflation targeting), the policy rate changes required to stabilise inflation are
roughly the same as before, and one consequence is that the variations in resource
utilisation will probably be greater than before. If the policy maker also attaches some
importance to stabilising resource utilisation (flexible inflation targeting), the policy
rate changes will be smaller than before and one consequence will be that the aver-
age deviation of inflation from the target will probably be somewhat larger than be-
fore.®?

Finally, we emphasise that estimates of the effects of monetary policy are uncertain.
Our calculations should therefore be compared with the results of research studies
that use other methods to identify the effects of monetary policy, in order to provide
a broader picture of model uncertainty.

72 An alternative explanation for a flatter Phillips curve is that inflation expectations have become more
strongly anchored to the inflation target. However, as long-term inflation expectations have been well an-
chored for most of the period, this is an explanation that can only apply at the beginning of the period, i.e.
in the late 1990s. However, there is no clear empirical support that simple (bivariate) specifications of the
Phillips curve in Sweden have become flatter during the inflation-targeting period, see for example Sveriges
Riksbank (2018) and Karlsson and Osterholm (2019).

80 See, for example, Sveriges Riksbank (2022b).

81 See Sveriges Riksbank (2022a).

82 |f the policy maker is only concerned with stabilising inflation (strict inflation targeting), monetary policy
is not affected by an increased interest-rate sensitivity to real variables. If the policy maker instead places
great emphasis on stabilising the real economy, the increased interest-rate sensitivity means that the policy
rate does not need to be adjusted as much as before.

36



References

References

Adolfson, Malin, Stefan Laséen, Jesper Lindé and Mattias Villani (2008), “Evaluating an
Estimated New Keynesian Small Open Economy Model”, Journal of Economic Dynam-
ics and Control 32, pp. 2690-2721.

Akkaya, Yildiz, Jakob Almerud, Erika Farnstrand Damsgaard, Marta Giagheddu, Birol
Kanik, Tobias Laun, Henrik Lundvall and Rachatar Nilavongse (2023), “SELMA: Svensk
Ekonomisk Lineariserad Modell for samhallsekonomisk Analys” [Swedish Economic
Linearised Model for economic Analysis], Technical Documentation, National Institute
of Economic Research.

Alexius, Annika and Bertil Holmlund (2008), “Monetary policy and Swedish unemploy-
ment fluctuations”, Working Paper no. 5, IFAU.

Angeloni, Ignazio, Anil K. Kashyap, Benoit Mojon and Daniele Terlizzese (2003), “The
Output Composition Puzzle: A Difference in the Monetary Transmission Mechanism in
the Euro Area and United States”, Journal of Money, Credit and Banking, vol. 35, No 6,
Part 2: Recent Developments in Monetary Economics, pp. 1265-1306.

Battistini, Niccolo, Simona Delle Chiaie and Johannes Gareis (2023), “Monetary policy
and housing investment in the euro area and the United States”, ECB Economic Bulle-
tin, Issue 3.

B. De Rezende, Rafael and Annukka Ristiniemi (2023), “A shadow rate without a lower
bound constraint”, Journal of Banking & Finance, 146, issue C, no.
S0378426622002667.

Bernanke, Ben S. and Alan S. Blinder (1992), “The Federal Funds Rate and the Chan-
nels of Monetary Transmission”, American Economic Review, vol. 82, pp. 901-921.

Bjornland, Hilde C. and Dag Henning Jacobsen (2010), “The role of house prices in the
monetary policy transmission mechanism in small open economies”, Journal of Finan-
cial Stability, no 6, pp 218-229.

Blanchard, Olivier and Danny Quah (1989), "The Dynamic Effects of Aggregate De-
mand and Supply Disturbances", The American Economic Review, vol. 79, no. 4, pp.
655- 673.

Boivin, Jean, Michael T. Kiley and Frederic S. Mishkin (2010), “How has the monetary
transmission mechanism evolved over time?”, Handbook of monetary economics,
Elsevier, pp. 369-422.

Camacho, José and Anders Lindstrom (2021), “Exchange rate and balance of payments
— a correlation that got lost?” Staff memo, Sveriges Riksbank.

Chen, Jiagian, Daria Finocchiaro, Jesper Lindé and Karl Walentin (2023), “The costs of
macroprudential deleveraging in a liquidity trap”, Review of Economic Dynamics 51,
pp. 991-1011.

37



References

Chernis, Tony and Corinne Luu (2018), “Disaggregating Household Sensitivity to Mon-
etary Policy by Expenditure Category”, Staff analytical note 32, Bank of Canada.

Christiano, Lawrence J., Martin Eichenbaum and Charles L. Evans (1999), “Monetary
policy shocks: what have we learnt and to what end?”, Chapter 2 in Handbook of
Monetary Economics, Vol. 1A, John B. Taylor and Michael Woodford (ed.), Elsevier.

Christiano, Lawrence J., Mathias Trabandt and Karl Walentin (2021), "Involuntary un-
employment and the business cycle", Review of Economic Dynamics, 39, pp. 26-54.

Claussen, Carl Andreas, Magnus Jonsson and Bjérn Lagerwall (2011), “A macroeco-
nomic analysis of housing prices in Sweden”, The Riksbank’s inquiry into risks on the
Swedish housing market, April 2011, p. 67-95.

Corbo, Vesna and Ingvar Strid (2020), “MAJA: A two-region DSGE model for Sweden
and its main trading partners”, Working Paper no. 391, Sveriges Riksbank.

Culling, Jamie, Punnoose Jacob, Adam Richardson, Evelyn Truong and Tugrul Vehbi
(2019), “Have the effects of monetary policy on inflation and economic activity in New
Zealand changed over time?”, Analytical Notes, Reserve Bank of New Zealand.

Dias, Daniel A. and Jodo B. Duarte (2019), “Monetary Policy, Housing Rents and Infla-
tion Dynamics”, International Finance Discussion Papers 1248, Board of Governors of
the Federal Reserve System.

Di Casola, Paola and Jens lversen (2019), “Monetary policy with high household debt
and low interest rates”, Staff memo, Sveriges Riksbank.

Di Casola, Paola (2023), “The role of housing wealth in the transmission of monetary
policy”, ECB Economic Bulletin, Issue 5.

Englund, Peter, Anders Vredin and Anders Warne (1994), “Macroeconomic Shocks in
an Open Economy, A common-trends representation of Swedish data 1871-1990”, in
Measuring and interpreting business cycles (editors Villy Bergstrom and Anders
Vredin), Clarendon Press, Oxford.

Finocchiaro, Daria, Magnus Jonsson, Christian Nilsson and Ingvar Strid (2016), “Macro-
economic effects of reducing household debt”, Economic Review no. 2, Sveriges Riks-
bank.

Fransson, Lina and Oskar Tysklind (2016), “The effect of monetary policy on interest
rates”, Economic Review no. 1, pp. 36-56, Sveriges Riksbank.

Frohm, Erik (2018), “How do global value chains affect the effects of the krona ex-
change rate on exports?”, Economic Commentaries No 9, Sveriges Riksbank.

Graves, Sebastian, Christopher K. Huckfeldt and Eric T. Swanson (2023), “The Labor
Demand and Labor Supply Channels of Monetary Policy”, NBER Working Paper No.
31770.

38



References

Gregora, Jiti, Ales Melecky and Martin Melecky (2019), “Interest rate pass-through: A
meta-analysis of the literature”, World Bank Policy Research Working Paper, 8713.

Gospodinov, Nikolay, Ana Maria Herrera and Elena Pesavento (2013), “Unit roots, co-
integration and pre-testing in VAR models”, VAR Models in Macroeconomics - New
Developments and Applications: Essays in Honour of Christopher A. Sims (Advances in
Econometrics, vol. 32), Emerald Group Publishing Limited, pp. 81-115.

Hansson, Denise and Ingrid Wallin Johansson (2023), “The Riksbank's monetary policy
operational framework after the 2019-2022 reform”, Economic Review no. 2, Sveriges
Riksbank.

Hodrick, Robert and Edward C. Prescott (1997), “Postwar US Business Cycles: An Em-
pirical Investigation”, Journal of Money Credit and Banking, 29(1), pp. 1-16.

Hopkins, Elisabeth, Jesper Lindé and Ulf Soderstrém (2009), “The monetary transmis-
sion mechanism”, Economic Review no. 2, Sveriges Riksbank.

Jacobson, Tor, Per Jansson, Anders Vredin and Anders Warne (2001), “Monetary pol-
icy analysis and inflation targeting in a small open economy: a VAR approach”, Journal
of Applied Econometrics, vol. 16(4), pp. 487-520.

Kaplan, Peter and Mambuna Njie (2024), “What drives variable mortgage rates?”,
Staff memo, Sveriges Riksbank.

Karlsson, Sune (2013), “Forecasting with Bayesian vector autoregression”, Chapter 15
in Handbook of Economic Forecasting, vol. 2, Part B, pp. 791-897.

Karlsson, Sune and Par Osterholm (2019), “A note on the stability of the Swedish Phil-
lips curve”, Empirical Economics, 59, pp. 2573-2612.

Kilian, Lutz (2001), “Impulse Response Analysis in Vector Autoregressions with Un-
known Lag Order”, Journal of Forecasting, 20, pp. 161-179.

Kilian, Lutz and Helmut Liitkepohl (2017), “Structural Vector Autoregressive Analysis”,
Cambridge University Press.

Kolasa, Marcin and Grzegorz Wesolowski (2020), “International spillovers of quantita-
tive easing”, Journal of International Economics 126.

Krippner, Leo (2015), “Zero lower bound term structure modelling: A practitioner's
guide”, Palgrave-Macmillan.

Krippner, Leo (2020), “A Note of Caution on Shadow Rate Estimates”, Journal of
Money, Credit and Banking, 52, pp 951-962.

Laséen, Stefan (2020), “Monetary Policy Surprises, Central Bank Information Shocks,
and Economic Activity in a Small Open Economy”, Working Paper Series 396, Sveriges
Riksbank.

39



References

See Laséen Stefan and Ingvar Strid (2013), “Debt Dynamics and Monetary Policy: A
Note", Working Paper no. 283. Sveriges Riksbank.

Laséen, Stefan, Jesper Lindé and UIf Séderstrém (2022), “How much does monetary
policy affect inflation?”, Economic Commentaries No. 13, Sveriges Riksbank.

Laséen, Stefan and Charlie Nilsson (2024), “How does the Riksbank's monetary policy
affect the Swedish economy: does inflation rise when the interest rate is raised?”,
Staff memo, January, Sveriges Riksbank.

Lenza, Michele, and Giorgio E. Primiceri (2020), “How to Estimate a VAR after March
2020", National Bureau of Economic Research, no w27771.

Lindé, Jesper (2003), “Monetary policy shocks and business cycle fluctuations in a
small open economy: Sweden 1986 to 2002", Working Paper No. 153, Sveriges Riks-
bank.

Lindé, Jesper (2003b), "Comment on “The Output Composition Puzzle: A Difference in
the Monetary Transmission Mechanism in the Euro Area and U.S.” by Ignazio An-
geloni, Anil K Kasyap, Benoit Mojon, and Daniele Terlizzese, Journal of Money, Credit
and Banking , vol. 35, No 6, part 2: Recent Developments in Monetary Economics, pp.
1309-1317.

Lindé, Jesper, Marianne Nessén and UIf Soderstrom (2008), “Monetary policy in an es-
timated open economy model with imperfect pass-through”, International Journal of
Finance and Economics, no 14, pp 301-333.

Lombardi, Marco J. and Feng Zhu (2018), “A shadow policy rate to calibrate US mone-
tary policy at the zero lower bound”, 56th issue of the International Journal of Central
Banking.

Luciani, Matteo (2015), “Monetary policy and the housing market: a structural factor
analysis”, Journal of Applied Econometrics, 30, pp. 199-218.

Lyhagen, Johan and Hovick Shahnazarian (2023), “The interaction between fiscal and
monetary policy in Sweden”, Appendix 5 to the Long-Term Survey 2023.

Nyman, Christina and UIf Séderstrém (2016), “Forecasts and monetary policy”, Eco-
nomic Commentaries No. 6, Sveriges Riksbank.

Ramey, Valerie A. (2016), “Macroeconomic shocks and their propagation”, Chapter 2
in Handbook of Macroeconomics, vol. 2, John B. Taylor and Harald Uhlig (ed.), Else-
vier.

Rudebusch, Glenn (1998), “Do measures of monetary policy in a VAR make sense?”,
International Economic Review, pp. 907-931.

Robstad, @rjan (2018), “House prices, credit and the effect of monetary policy in Nor-
way: evidence from structural VAR models”, Empirical Economics, 54(2), pp. 461-483.

40



References

Sandstrom, Maria (2018), “The impact of monetary policy on household borrowing-a
high-frequency IV identification”, Working Paper no 351, Sveriges Riksbank.

Sellin, Peter and Per Asberg Sommar (2014), “Riksbankens penningpolitiska styrsys-
tem — en 6versyn [The Riksbank’s operational framework for the implementation of
monetary policy - a review]”, Riksbank Studies.

Serwa, Dobromit and Piotr Wdowinski (2016), “Macro-financial linkages in the Polish
economy: combined impulse-response functions in SVAR models”, Working Paper No
246, National Bank of Poland.

Sims, Christopher A., James H. Stock, and Mark W. Watson (1990) “Inference in linear
time series models with some unit roots”, Econometrica, pp. 113-144.

P. Stockhammar, I. Strid and T. Tornese (2022), "How has consumption's sensitivity to
interest rates changed when the debt-to-income ratio has increased?”, Economic
Commentaries No. 9, Sveriges Riksbank.

Svensson, Lars (2013b), “’Leaning Against the Wind’ Leads to a Higher (Not Lower)
Household Debt-to-GDP Ratio”, unpublished manuscript, https://larseosvensson.se/.

Sveriges Riksbank (2013), “Financial imbalances in the monetary policy assessment”,
article in Monetary Policy Report, July.

Sveriges Riksbank (2014), “The effects of monetary policy on household debt.” article
in Monetary Policy Report, February.

Sveriges Riksbank (2018), “The Phillips curve and monetary policy”, article in Mone-
tary Policy Report, July.

Sveriges Riksbank (2022a), “Higher interest-rate sensitivity in the Swedish economy”,
article in Monetary Policy Report, September.

Sveriges Riksbank (2022b), “Price rises are spreading in the economy”, article in Mon-
etary Policy Report, June.

Sveriges Riksbank (2023), Economic Review no. 2.

Villani, Mattias and Anders Warne (2003), “Monetary policy analysis in a small open
economy using Bayesian cointegrated structural VARs”, Working Paper No 296, Euro-
pean Central Bank.

Vredin, Anders and Per Asberg Sommar (2023), “How is monetary policy implemented
in practice?”, Sveriges Riksbank Economic Review No. 2, Sveriges Riksbank.

Walentin, Karl (2014), “Business cycle implications of mortgage spreads”, Journal of
Monetary Economics 67, pp 62-77.

Wolf, Christian K. (2020), “Svar (mis) identification and the real effects of monetary
policy shocks", American Economic Journal: Macroeconomics 12(4), pp. 1-32.

41



References

Wou, Jing Cynthia and Xia, Fan Dora (2016), “Measuring the Macroeconomic Impact of
Monetary Policy at the Zero Lower Bound”, Journal of Money, Credit and Banking, 48,
issues 2-3, pp 253-291.

42



APPENDIX

APPENDIX

A. Data

The variables used in the models and how they have been transformed are shown be-
low in Table 2. CA stands for calendar adjusted, SA stands for seasonally adjusted, In
stands for the natural logarithm and d In stands for the first difference of the natural
logarithm. Figure 11 shows the transformed variables used in the baseline model.

Table 2. Variables and their transformations

Baseline model

KIX GDP, fixed prices, index, CA, SA
KIX CPI, index, CA, SA

KIX policy rate

CPIF index, CA, SA

Unemployment, 15-74 years, CA, SA
GDP, constant prices, CA, SA

Policy rate, effective dates

SEK/KIX index (real exchange rate)

Interest rates in more detail

Banks’ deposit rate, outstanding agreements, all
accounts

Three-month mortgage rate, new agreements
Lending rate non-financial companies

Mortgage rate 5 years, average of five banks, list
rate

STIBOR 3-month, fixing

Yield, 10-year Swedish government bond

GDP and its components in more detail
Household consumption, constant prices, CA, SA
Total investment, constant prices, CA, SA

housing investment, constant prices, CA, SA
Private investment excluding housing investment,
constant prices, CA, SA

Exports of goods and services, constant prices, CA,
SA

Imports of goods and services, constant prices, CA,
SA

Net exports of goods and services, constant prices,
CA, SA
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Transfor-
mation

In
diIn
level
diIn
level
In
level
In

Transfor-
mation

level
level
level

level
level
level

Transfor-
mation

Source

Sveriges Riksbank

Sveriges Riksbank

Sveriges Riksbank

Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank
Sveriges Riksbank

Sveriges Riksbank

Source

Statistics Sweden
Statistics Sweden
Statistics Sweden

Sveriges Riksbank
Swedish Financial Benchmark Facility
Macrobond Financial AB

Source

Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank

Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank
Statistics Sweden and the Riksbank

Statistics Sweden and the Riksbank



APPENDIX

Transfor-
Labour market in more detail mation Source
Hours worked, 15-74 years, CA, SA In Statistics Sweden and the Riksbank
Average hours worked, 15-74 years, CA, SA In Statistics Sweden and the Riksbank
Labour force, 15-74 years, CA, SA In Statistics Sweden and the Riksbank
Labour productivity per hour worked, CA, SA In Statistics Sweden and the Riksbank
Employment, number, 15-74 years, CA, SA In Statistics Sweden and the Riksbank
Transfor-
Prices in more detail mation Source
CPI, index, CA, SA dlIn Statistics Sweden and the Riksbank
CPIF excluding energy, index, CA, SA din Statistics Sweden and the Riksbank
CPI goods (RB definition), index, SA dIn Statistics Sweden and the Riksbank
CPI services (RB definition), index, SA din Statistics Sweden and the Riksbank
CPI food (RB definition), index, SA dIn Statistics Sweden and the Riksbank
CPIl, mortgage costs (RB definition), index, SA dlIn Statistics Sweden and the Riksbank
CPI rents (RB definition), SA dIn Statistics Sweden and the Riksbank
CPI services excluding rents (RB definition), index,
SA din Statistics Sweden and the Riksbank
Transfor-
House prices and debt in more detail mation Source
Real house prices, index* In Statistics Sweden and the Riksbank
Real household debt stock* In Statistics Sweden and the Riksbank
Household debt, share of GDP In Statistics Sweden and the Riksbank
*Deflated with CPIF
Transfor-
Model with monthly data mation Source
Industrial production euro area, index, CA, SA In Eurostat
Industrial production US, index, CA, SA In Federal Reserve
HICP euro area, index, CA, SA din Eurostat
CPI US, index, SA diIn U.S. Bureau of Labor Statistics (BLS)
Policy rate for the euro area, effective dates* level European Central Bank
Federal Funds rate, effective dates level Federal Reserve
CPIF, index, SA dlIn Statistics Sweden and the Riksbank
Unemployment, 15-74 years, CA, SA level Statistics Sweden and the Riksbank
GDP indicator, index, SA In Statistics Sweden
Policy rate, effective dates level Sveriges Riksbank
SEK per EUR In Sveriges Riksbank
SEK per USD In Sveriges Riksbank

* European Central Bank deposit rate
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Figure 11. Variables in the baseline model
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Note. KIX-GDP, GDP and real exchange rate are shown in log level. The KIX CPl and CPIF are
shown in quarterly change.

B. The model
The VAR model is given by

(1) Xy = Zlk(=1 Hkxt_k + (pdt + Agt t = 1, ...,T,

where x; is a vector (of dimension p) containing the variables of the model, I1;, k =
1, ..., K, are (p X p) matrices containing the dynamic parameters of the model and d;
is a vector containing deterministic variables (trends and dummy variables). The struc-
tural shocks &; (dimension p) are assumed to be independent et~N(O, Ip) and u; =
Ag,~N(0,%) where the covariance matrix is given by & = AAT, where A is the lower
triangular Cholesky factor. For a parameterisation of the model (a draw from the pos-
terior distribution of I}, k = 1, ..., K, ¢ and X), we compute A and simulate the re-
sponse to a monetary policy shock. For example, in the baseline model we have p = 8

variables, K = 4 lags and the deterministic component consists only of an intercept,
dt = 1-

We estimate the model with Bayesian methods, which means that we combine a prior

distribution for the model's parameters with a likelihood function and simulate draws
from the posterior distribution, see for example Karlsson (2012) for a description of
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these methods for VAR models. We use a so-called normal-diffuse prior distribution
for the dynamic parameters I, k = 1, ..., K, and ¢ and the covariance matrix Z. .
With this prior, the conditional posterior distributions are available (normal for the
dynamic parameters and inverse Wishart for the covariance matrix) and a Gibbs sam-
pler can be used to sample (or draw) from the posterior distribution. . In each model
estimation, we draw R = 5000 parameter vectors from the posterior distribution
and, based on these, construct the probability distribution of the impulse responses
to a monetary policy shock. Furthermore, the prior distribution for the dynamic pa-
rameters is a so-called Minnesota prior, which means that the coefficients in the ma-
trices I, are normally distributed with mean and variance controlled by a number of
hyperparameters. We let these hyperparameters assume normal values: 4; =

0.2 (overall tightness), A, = 0.5 (cross-equation tightness), 1; = 1 (lag length decay)
and 4, = 0.001 (exogeneity tightness). We use the hyperparameter 1, to impose the
restriction that the parameters of the Swedish variables in the equations for the for-
eign variables are (very close to) zero, so that the foreign variables are effectively ex-
ogenous. 8 The prior means of all parameters except for the first eigenlag (i.e. the di-
agonal elements of the matrix I1;) are assumed to be zero. For the first eigenlag, we
assume mean values of 0.5 and 0.7 for less (e.g. inflation) and more (e.g. GDP) persis-
tent variables, respectively.®*

The model is implemented in a Matlab programme developed by Mattias Villani -
Bayes VAR - and we use a slightly modified version of this programme for all calcula-
tions in the article.

C. Are the changes in the effects over time statistically
significant?

In Figure 2 in the main text, we show how the maximum (peak) effects on the various
variables of a monetary policy shock that raises the policy rate by one percentage
point have changed over time. The figure shows the 5th, 12.5th, 25th, 50th (median),
75th, 87.5th and 95th percentiles for the probability distribution of the maximum ef-
fect estimated on different samples. In the main text, we conclude that there is a low
probability that the effects on inflation and unemployment have changed over time,
while there is a high probability that the effects on GDP and the real exchange rate
have changed.

We draw these conclusions from approximate probability calculations based on a
number of simplifying assumptions. For example, we can compare the estimated ef-
fects for the oldest sample, 1995Q1-2009Q4, with the most recent, 2008Q1-2022Q4.
For GDP, we can then discern maximum effects that are -0.35 and -1.47 (referring to
the median effects). We approximate the distribution of the maximum effect with a

83 See, for example, Karlsson (2013) for the derivation of the posterior distribution with this prior and for
further details on the Minnesota prior.

84 For the baseline model, we have also tested the value of 1 (i.e. an assumption of a random walk) for the
eigenlag for GDP in Sweden and abroad and the real exchange rate and allowed for non-stationary parame-
ter draws. However, this does not affect the estimation results to any great extent.
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normal distribution and obtain the distributions N(-0.35,0.22) and N(-1.47,0.64), re-
spectively, where we specify the mean and standard deviation of the distribution. We
then calculate the probability that the difference between two independent normally
distributed random variables with these parameters is less than zero. We then get a
probability that is approximately 95 per cent - the probability that the effect on GDP
has become greater over time (in absolute terms) can, on this basis, be said to be high
and the difference in the maximum effects estimated with older and newer data can,
in this sense, be said to be “significantly different from zero”. A similar calculation
shows that the probability that the effect on the real exchange rate has increased
over time is also high. For inflation (or unemployment), it is easy to realise (without
having to do the calculation) that the corresponding probability is close to 50 per cent
because the estimated median effect has not changed much over time.

D. Estimates with alternative assumptions

Here we briefly discuss the results of estimations of different variants of the baseline
model. An important part of our study is to shed light on how different assumptions
affect the estimated effects, partly to justify the assumptions we made in the baseline
model, and partly to know how robust the results are to other assumptions. We start
from the baseline model and make one change at a time and study how this affects
the estimated effects of monetary policy. Many of these experiments highlight model
uncertainty.

Trends and transformations

Difference specification

It is common to estimate VAR models both in log levels (as we do in the baseline
model for GDP abroad and in Sweden and the real exchange rate), differences or in
log levels and (explicitly) impose assumptions about co-integration between the varia-
bles in the model (assumptions about the number of co-integrated relationships and
co-integration vectors). The latter option involves estimating a vector error correction
model (VECM) and is sometimes called a "pre-testing approach". The pros and cons of
the different approaches to estimating impulse responses are not fully understood,
but estimating the model in levels, and without adding co-integration relationships,
appears to be a more robust option than the other alternatives.%>

We estimate the model with foreign GDP and in Sweden and/or the real exchange
rate in quarterly change (i.e. in first differences) instead of in level as in the baseline
model and identify the monetary policy shock in the same way with the recursiveness

85 Sims, Stock and Watson (1990) show that even if the variables in the model are non-stationary or co-inte-
grated, the log-level specification provides consistent parameter estimates. Gospodinov et al. (2013) show
that with short-run restrictions, the differences between the impulse responses of the VAR model with and
without co-integration restrictions are small. However, they conclude that the log-level specification with-
out co-integration restrictions is the more robust option and that caution should be exercised in using long-
run restrictions for the identification of shocks. See also further discussion of these issues in, for example,
Kilian and Lutkepohl (2017).
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assumption (see Figure 15). The qualitative effects for both variables remain as ex-
pected, but a problem with these estimates is that the effects on the levels of the var-
iables in the longer run are clearly different from zero.8® These estimates are thus not
in line with the usual assumption of monetary policy neutrality, i.e. that monetary pol-
icy has no (or at least very limited) long-term effects on real variables. This can be
seen as an argument in favour of estimating the model with these variables at the
same level as in the baseline model, since the neutrality assumption is then met (see
Figure 1). If both variables are included in the model at growth rates, restrictions
should instead be applied to ensure that their levels are not affected in the long run
(so-called long-run restrictions).8’ But this type of identification assumption is beyond
the scope of our paper.

We then estimate the model with the CPIF in level and annual change instead of in
quarterly change as in the baseline model (see Figure 17). In previous research with
Swedish data, it has been pointed out that there has been a time-varying seasonal
pattern in various price indices, which argues in favour of using annual change rather
than quarterly change when estimating the model. However, we see that the differ-
ences in effects for these two options are relatively small and so this no longer ap-
pears to be an important issue.®® However, we see that the differences are greater
when the model is estimated with the CPIF in log level (instead of in growth rate).
When we estimate the model with the CPIF at the log level, the long-run effect on the
price level is zero. The lack of theoretical support for the need for this (i.e. the effect
of a monetary policy shock on the price level in the longer term is, like the effect on
the nominal exchange rate in the longer run, indeterminate according to standard
theory) argues, in our opinion, in favour of estimating the model on the change in the
price index.

Deterministic trends

We estimate the model with linear and quadratic trends for GDP abroad and in Swe-
den and the real exchange rate (see Figure 17).2° This has very little impact on the es-
timated effects. For GDP, the maximum effect is slightly affected but the differences
are small in light of the uncertainty surrounding the effects (described by the proba-
bility intervals for the effects). We also estimate the model with HP-filtered series for

86 |n , the effects on GDP and the real exchange rate are shown in levels, while both variables are thus in-
cluded in growth rates in the difference specifications.

87 See, for example, Bjérnland and Jacobsen (2010) who include GDP, the real exchange rate and real house
prices in growth rates in their VAR model so that these variables are stationary and use long-run assump-
tions for the first two variables so that the neutrality assumption is met. See also Blanchard and Quah
(1989) who introduced this identification method by defining a demand shock in a stationary bivariate VAR
model of GDP growth and unemployment as a shock that has no permanent effect on the level of GDP. The
VECM model offers a more general framework for studying the long-run effects of structural shocks, see for
example Englund et al. (1994) or Kilian and Lutkepohl (2017). However, examining these identifying as-
sumptions is beyond the scope of our paper.

88 Lindé (2003) estimates the effects of a monetary policy shock with a VAR model estimated on Swedish
data for the period 1986-2002 and shows that the results differ when inflation is measured in quarterly and
annual changes. The reason for this is that the quarterly change contains time-varying seasonal variation
that cannot be handled by regular seasonal adjustment.

89 For a discussion of the drawbacks of using deterministic trends in VAR models, see Kilian and Lutkepohl
(2017).
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GDP abroad and in Sweden and the real exchange rate. The effects on GDP and the
real exchange rate will then be much smaller than in the baseline model, while unem-
ployment and CPIF inflation will not be affected to any great extent (see Figure 17).%°

Stationarity

In the baseline model (and in the following insets), several variables are included
whose time series are not necessarily stationary - for example, GDP and the real ex-
change rate. This need not pose problems for the estimation of the VAR model (see
discussion above), but one way to deal with it is to allow only parameters that imply
that the model is stationary.’® This is our assumption when estimating the baseline
model. We have also tested estimating the model without this restriction, i.e. allowing
parameters that make the model non-stationary. Less than 2 per cent of the R=5000
simulated parameter vectors from the posterior distribution made the model non-sta-
tionary, and whether or not these are used to estimate the effects of a monetary pol-
icy shock has no important impact on our results (the effects without the assumption
of stationarity are not shown here). Therefore, throughout the study, we choose to
use only parameter vectors that imply that the stationarity condition is fulfilled.

Identification assumptions

An important limitation of this staff memo is that we only identify the effects of mon-
etary policy with the so-called recursiveness assumption. Thus, we do not study other
identification assumptions that are commonly used in analyses with SVAR models,
such as long-run or sign restrictions.

We estimate the model with alternative assumptions for the short-run restrictions,
i.e. assumptions about which of the variables are affected contemporaneously by a
monetary policy shock (see Figure 18). Alternatively, we can express this as varying
the assumption about which variables the central bank responds to contemporane-
ously in its reaction function. In the baseline model, we assume that the nominal,
and thus also the real, exchange rate is affected contemporaneously by a monetary
policy shock while other variables are not affected. Here we study two specifications
in which the monetary policy shock affects (i) all variables contemporaneously (the
policy rate is ordered first among domestic variables) or (ii) no variables other than
the policy rate contemporaneously (the policy rate is ordered last among domestic
variables).”® For example, the former assumption is more in line with the Riksbank's

90See Hodrick and Prescott (1997). We use the cyclic component obtained with the HP filter. The sensitivity
of the trend to short-run fluctuations in the data is controlled by a parameter lambda which we let equal
1600 (a default value with quarterly data). The lower the value of this parameter, the smaller the estimated
effects of monetary policy on the cyclical component of GDP. When the parameter assumes a large value,
the HP trend moves towards a linear trend.

91 This means that we only allow parameter values that imply that the roots of the characteristic equation
of the VAR model are outside the complex unit circle (see, for example, equation 2.2.5 in Kilian and LUt-
kepohl (2017)).

92 See, for example, Rudebusch (1998) for a description of the recursiveness assumption in terms of the re-
action function of the central bank.

% These two assumptions are discussed, for example, by Ramey (2016), who also provides examples of
studies that use each assumption. Since we have four domestic variables in addition to the policy rate,
there are 274=16 possible ways of ordering the variables (note that it is only the order with respect to the
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macroeconomic model MAJA (and similar dynamic general equilibrium models) where
all domestic variables are allowed to react in the same period (i.e. the same quarter)
to a monetary policy shock. The latter assumption has the advantage of allowing the
central bank to react quickly to exchange rate changes.

In both alternative specifications, the qualitative effects on all domestic variables are
as expected. For GDP and unemployment, the effects are very similar regardless of
the identification assumption. For the real exchange rate and CPIF inflation, the ef-
fects are larger when the real exchange rate is allowed to respond contemporane-
ously. We conclude that it is important that the nominal, and thus also the real, ex-
change rate is allowed to respond contemporaneously to the policy rate, while the as-
sumptions for the other variables are less important for our estimated effects. Taken
together, these results suggest that our zero restrictions on GDP, unemployment and
inflation in the baseline model do not imply that we substantially underestimate the
effects of monetary policy on these variables.®*

Foreign variables

A minimal VAR model for studying the effects of monetary policy in Sweden could in-
clude the policy rate, some measure of resource utilisation and inflation. However, as
Swedish variables have strong correlations with foreign variables in the data, it is rea-
sonable to believe that these may be important for the identification of the monetary
policy shock. We estimate variants of the baseline model where different variables
are excluded (see Figure 19). Excluding the real exchange rate or foreign GDP has a
relatively limited impact on the effects of monetary policy on domestic variables.
However, excluding foreign inflation or the foreign policy rate (or all three foreign var-
iables) from the model has a greater impact, and in particular on the response for
CPIF inflation, which is then given the "wrong" sign.® For example, the foreign policy
rate appears to be important in capturing the downward trend in interest rates glob-
ally during our sample period, and including this variable will therefore be important
for the identification of the monetary policy shock. Our overall conclusion from these
model comparisons is that it is important to include the foreign variables in the
model, as the variation in these variables explains a large part of the variation in the
Swedish variables.

policy rate that matters since we only identify one monetary policy shock). Serwa and Wdowinski (2016)
suggest that all possible permutations of short-run restrictions should be weighted together to produce an
average response, but we consider the three cases we study to be the most interesting.

% A zero contemporaneous restriction is a robust way to ensure that GDP falls when the interest rate is
raised, see the discussion in Wolf (2020) in relation to the so-called masquerading problem with sign re-
strictions. However, the zero restriction also means that the short-run effect is underestimated by defini-
tion.

9 Robstad (2018) estimates the effects of monetary policy in Norway with a recursive BVAR model without
foreign variables and finds that inflation rises when the interest rate is raised (the price puzzle). He con-
cludes that it may not be possible to identify the monetary policy shock with the Cholesky assumption. But
we show that it could instead be a consequence of foreign variables having been omitted (omitted variable
problem). The price puzzle is common in studies on US data and one solution proposed is to include a
measure of commodity prices in the model in cases where such a variable has been omitted, see Ramey
(2016). We have also estimated our model with the oil price in transformation, but this has no major impact
on the estimated responses in the baseline model.
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The exogeneity of the foreign economy

In our baseline model, we assume that a Swedish monetary policy shock does not af-
fect the foreign variables (so-called block exogeneity), which is a standard assumption
for a small open economy like Sweden. We estimate the model without this re-
striction and find that the qualitative responses are not affected but that the magni-
tude of the responses for the domestic variables is affected, in particular for GDP and
CPIF inflation (see Figure 20). For GDP we get a slightly larger maximum effect and for
CPIF inflation a smaller effect. However, taking into account the uncertainty in the es-
timates, the differences are limited, i.e. not statistically significant. We nevertheless
conclude that it is important that the model is estimated with the exogeneity assump-
tion. Not only is the assumption highly reasonable, but it still has some impact on the
estimated effects.

Lags

We estimate the model with different numbers of lags for the variables (see Figure
21). Overall, we find that the estimated effects in the different specifications are simi-
lar. The model with lag length 1 deviates the most from the other specifications,
which we interpret as meaning that this lag length is too short to capture the dynam-
ics of the data in a satisfactory manner.?® The specifications with lag length 2 and 4
(baseline) give very similar effects for all variables. The lag length 8 specification pro-
duces larger initial effects on the real exchange rate.

Maximum likelihood

We estimate the model with maximum likelihood (ML, or OLS) instead of Bayesian
methods as in the baseline estimation (see Figure 22). The qualitative effects of a
monetary policy interest rate change on all variables are, as when the model is esti-
mated with Bayesian methods, the expected ones. However, the maximum effects for
all variables except unemployment are significantly larger with ML. But we also see
that the response of the policy rate is much larger and more persistent when the
model is estimated with ML. This highlights the role of normalisation when we com-
pare the effects of monetary policy estimated under alternative assumptions. So far,
we have only normalised the initial effect of monetary policy on the policy rate, which
typically means that the response of the policy rate path with different assumptions
will also be similar. But here we have an example where the policy rate responses are
clearly different despite the normalisation of the initial effect.

An alternative way of normalising the effects is to calculate the effects for a common
policy rate response (i.e. as a conditional forecast or a so-called monetary policy sce-
nario).”” Figure 23 in the appendix shows the effects of such a normalisation. We see

% Kilian (2001) shows that too few lags (underfitting) in the VAR model can give misleading estimates of the
responses, while too many lags (overfitting) mean that the responses are less precisely estimated. Thus, the
negative consequences of using too few lags are greater.

97 For example, for a period the Riksbank presented monetary policy scenarios in which the policy rate was
assumed to be 0.25 percentage points higher or lower than in the main scenario. The alternative policy rate
path is then conditioned by a sequence of monetary policy shocks. Here, we similarly ensure that the policy
rate response in the two cases - Bayesian estimation and ML - is the same.
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there that the effects when the model is estimated with Bayesian methods and maxi-
mum likelihood are relatively similar. With both approaches, we thus obtain approxi-
mately the same estimated effects. One interpretation of this is that the assumptions
that follow from the chosen prior distribution for the model's parameters (a so-called
normal-diffuse Minnesota prior, see Appendix B) do not have any decisive impact on

the estimation of the effects of monetary policy.

Unconventional monetary policy and shadow interest rates

The policy rate is the Riksbank’s main monetary policy tool. During the financial crisis
of 2008 and the subsequent period, central banks around the world lowered their pol-
icy rates to levels close to or below zero and introduced a number of so-called uncon-
ventional monetary policy measures to stimulate the economy further.®® In Sweden,
the Riksbank started purchasing government bonds in 2015 to stimulate the econ-
omy. One way to control for the Riksbank's asset purchases (QE) is to add a measure
of these to the model. We do this by adding a variable showing the Riksbank's hold-
ings of long-term government bonds as a share of the total stock of long-term govern-
ment bonds and estimate the model for the period 1995Q1-2019Q4.%°

The effects of an unexpected change in the policy rate when the control variable for
QE is added to the baseline model are shown in Figure 24. The effects of the policy
rate change in the two models are similar. If asset purchases had had no effect on the
macro variables, we would have expected the effects of the model including the QE
variable to have been very similar to those of the baseline model. Instead, the model
with the QE variable produces slightly smaller effects than the baseline model, which
may indicate that the effects with the baseline model overestimate the effects of
changes in the policy rate somewhat. Overall, however, the differences in the effects
are small and not statistically significant.

An alternative to studying only the effects of changes in the policy rate and asset pur-
chases is to also try to capture the broader effects of unconventional monetary policy
with a so-called shadow interest rate, which is a summary measure of the monetary
policy stance.'? A key assumption of this approach is that it is possible to translate
unconventional monetary policy, such as the Riksbank's bond purchases, into a policy-
rate equivalent. Our focus is mainly on how changes in the policy rate affect the econ-
omy, but we examine here how the estimated effects are affected if we use a shadow
rate instead of the policy rate.

% For example, quantitative easing, forward guidance and other balance sheet measures.

% This measure of QE is used, for example, by Kolasa and Wesolowski (2020). During the pandemic, the
Riksbank expanded its asset purchases to include other assets such as covered bonds, municipal bonds and
corporate bonds, which are not captured by our variable. We choose here to focus on the period before the
pandemic when the Riksbank only bought government bonds and estimate the model up to 2019Q4.

100 For example, Di Casola (2023) and Lyhagen and Shahnazarian (2023) estimate the effects of monetary
policy changes in the shadow rate on macroeconomic variables.
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However, shadow rates can be constructed in several different ways and we choose
to use a shadow rate developed by the Riksbank.'°! Different measures of shadow in-
terest rates can produce large differences in the effects on the macroeconomic varia-
bles being studied depending on the shadow interest rate used. Therefore, it is not
self-evident that shadow rates always generate a useful and reliable interpretation of
the overall monetary policy that one is trying to capture.l?

We estimate the baseline model where the shadow rate replaces the policy rate for
the period 1995Q1-2022Q4. We show two variants where the shadow rate is esti-
mated with two and three factors, respectively, to illustrate how different assump-
tions about how the shadow rate is constructed can affect the results. The effects of
the shadow rates on GDP and unemployment appear to be somewhat smaller than
for the policy rate, but the effects are not statistically significantly different from
those of the baseline model (Figure 24). In addition, the effect of the shadow rate is
somewhat smaller for CPIF inflation (in the two-factor case), but even there the differ-
ences are not statistically significant. However, the effect on the exchange rate is
somewhat larger in the model with the shadow rate, but again the differences are not
statistically significant.

Model with monthly data

We estimate a BVAR model on monthly data and compare the effects of a monetary
policy shock with those of the baseline model estimated on quarterly data. In the
model, we have monthly data for three foreign variables and five Swedish variables,
where our ambition is to make the monthly model very similar to the quarterly model.
The foreign variables are industrial production (log-transformed), the quarterly
change in the CPI/HICP and the policy rate.?® The domestic variables are log-trans-
formed GDP, unemployment, the quarterly change in the CPIF, the policy rate and the
real exchange rate (log-transformed). We estimate the model for the period 2000m1-
2023m12. The monetary policy shock is identified recursively (Cholesky) so that the
policy rate is allowed to affect the exchange rate, but no other variables, in the same
month (the variables thus have the same order as in the quarterly model).

The effects of monetary policy with the monthly model are shown in Figure 25. De-
spite some differences in variables and sample period, the estimated effects and the
timing of the maximum effects are similar to those of the quarterly (baseline) model.
The largest difference is for unemployment, which increases by 0.4 percentage points
when the policy rate is raised by one percentage point, a slightly smaller effect than
we found with the quarterly model. To summarise, we get roughly the same picture of

101 The three most common methods have been developed by Wu and Xia (2016), Krippner (2015) and
Lombardi and Zhu (2018). We use the shadow rates for the US, the euro area and Sweden constructed by
De Rezende and Ristiniemi (2023). Using daily data on shadow rates for the US and the euro area, we create
a KIX2-weighted (a weighting between only the euro area and the US) shadow rate at quarterly frequency
that replaces the foreign policy rate in the baseline model. In the same way, we create a Swedish shadow
rate that replaces the Riksbank's policy rate in the baseline model.

102 Krippner (2020) shows that small differences in the specification of the shadow interest rate can lead to
large variations in the effects on inflation and unemployment with US data.

103 Unlike the model estimated with quarterly data, the foreign variables are not KIX-weighted and are ei-
ther euro area only or KIX2-weighted. The real exchange rate is thus either that of the Swedish krona and
the euro only or the KIX2-weighted real exchange rate.
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the effects of a monetary policy shock when the model is estimated on quarterly and

monthly data.

Figures

The figures below show the effects of an unexpected increase in the policy rate (a
monetary policy shock) under different alternative assumptions for the model. Unem-
ployment, GDP, the policy rate and the real exchange rate are shown in levels, and
CPIF inflation in annual percentage changes (although it is typically included in quar-
terly changes in the estimated models). The 5th, 15th, 25th, 75th, 85th and 95th per-
centiles of the effects in the baseline model are shown in red and the median effect
(50th percentile) in the baseline model is shown in blue. The effects for different al-
ternative model specifications are shown in other colours (light blue, yellow, green).
The effects are normalised throughout to refer to an initial one percentage point in-
crease in the policy rate.
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The baseline model

Figure 12. Comparison of the effects of a policy rate increase in the baseline model
with those in the Riksbank's general equilibrium model MAJA
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Note. The figure shows the effects of a monetary policy shock in the baseline model and the
Riksbank's general equilibrium model MAJA, where the initial effect on the policy rate has been
normalised to one percentage point. The model is estimated on Swedish data for the period
1995Q1-2022Q4. The CPIF is shown in annual percentage change and other variables in level.
The red lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability distri-
bution of the baseline response and the dark blue line shows the median response (50th per-
centile). The uncertainty bands belong to the baseline model.
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Figure 13. Comparison of estimated monetary policy shocks (in standard deviations)
in the baseline model and in the Riksbank's general equilibrium model MAJA
2
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Note. The figure shows time series of monetary policy shocks (smoothed estimates) in the

baseline model (BVAR) and the general equilibrium model MAJA. The shocks are expressed in
standard deviations.
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Figure 14. Effects of a policy rate increase in the baseline model estimated for two
different samples
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Note. The figure shows the effects of a monetary policy shock in the baseline model, where the
initial effect on the policy rate has been normalised to one percentage point. The model is esti-
mated on Swedish data for two different samples: 1995Q1-2022Q4 and 1995Q1-2019Q4. The
CPIF is shown in annual percentage change and other variables in level. The red lines are the
5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability distribution of the baseline
response and the blue lines shows the median responses (50th percentile). The uncertainty
bands belong to the baseline model with end year 2022Q4.
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Robustness analysis

Figure 15. Effects of a policy rate increase in variants of the baseline model with
GDP or real exchange rate in transformation
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Note. The figure shows the effects of a monetary policy shock in two variants of the baseline
model in which GDP and real exchange rate are included in transformation instead of in level.
The initial effect on the policy rate has been normalised to one percentage point. The model is
estimated on Swedish data for the period 1995Q1-2022Q4. The CPIF is shown in annual per-
centage change and other variables in level. The red lines are the 5th, 15th, 25th, 75th, 85th
and 95th percentiles of the probability distribution of the baseline response and the coloured
lines show the median responses (50th percentile). The uncertainty bands belong to the base-
line model.
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Figure 16. Effects of a policy rate increase in the baseline model with different
transformations of the CPIF
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Note. The figure shows the effects of a monetary policy shock in the baseline model with dif-
ferent transformations of the CPIF. The initial effect on the policy rate has been normalised to
one percentage point. The model is estimated on Swedish data for the period 1995Q1-2022Q4,
with the exception of the CPIF, level 2019Q4 (see green line). The CPIF is shown with various
transformations and other variables in level. The dashed red lines are the 5th, 15th, 25th, 75th,
85th and 95th percentiles of the probability distribution of the baseline response and the col-
oured lines show the median responses (50th percentile). The uncertainty bands belong to the
baseline model.
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Figure 17. Effects of a policy rate increase with different assumptions about
deterministic trends in the baseline model
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Note. The figure shows the effects of a monetary policy shock in the baseline model, where the
initial effect on the policy rate has been normalised to one percentage point. In the baseline
model, we have no deterministic trends. In the alternative specifications we include linear and
quadratic trends respectively. The model is estimated on Swedish data for the period 1995Q1-
2022Q4. The CPIF is shown in annual percentage change and other variables in level. The
dashed red lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability dis-
tribution of the baseline response and the coloured lines show the median responses (50th
percentile). The uncertainty bands belong to the baseline model.
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Figure 18. Effects of a policy rate increase with different short-run restrictions in the

baseline model
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Note. The figure shows the effects of a monetary policy shock in the baseline model with dif-
ferent short-run restrictions. The initial effect on the policy rate has been normalised to one
percentage point. In the baseline model, the exchange rate is allowed to react in the same
quarter as the policy rate, while the other variables are assumed to react with a lag. Alternative
1 shows the effects when all variables are allowed to react contemporaneously (the policy rate
is ordered first among the domestic variables). Alternative 2 shows the effects when all varia-
bles are contemporaneously constrained to zero (the policy rate is ordered last among the do-
mestic variables). The model is estimated on Swedish data for the period 1995Q1-2022Q4. The
CPIF is shown in annual percentage change and other variables in level.
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Figure 19. Effects of a policy rate increase in variants of the baseline model where

various foreign variables are excluded
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Note. The figure shows the effects of a monetary policy shock in variants of the baseline model
in which various foreign variables have been excluded. The initial effect on the policy rate has
been normalised to one percentage point. The model is estimated on Swedish data for the pe-
riod 1995Q1-2022Q4. The CPIF is shown in annual percentage change and other variables in

level.
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Figure 20. Effects of a policy rate increase in the baseline model with different
assumptions about the exogeneity of foreign variables
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Note. The figure shows the effects of a monetary policy shock in the baseline model with dif-
ferent assumptions about the exogeneity of foreign variables. The initial effect on the policy
rate has been normalised to one percentage point. The model is estimated on Swedish data for
the period 1995Q1-2022Q4. The CPIF is shown in annual percentage change and other varia-
bles in level. The dashed red lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of
the probability distribution of the baseline response and the blue lines shows the median re-
sponses (50th percentile). The uncertainty bands belong to the baseline model.
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Figure 21. Effects of a policy rate increase in the baseline model with different
numbers of lags
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Note. The figure shows the effects of a monetary policy shock in the baseline model with dif-
ferent numbers of lags. The initial effect on the policy rate has been normalised to one per-
centage point. The model is estimated on Swedish data for the period 1995Q1-2022Q4. The
CPIF is shown in annual percentage change and other variables in level. The red lines are the
5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability distribution of the baseline
response and the coloured lines show the median responses (50th percentile). The uncertainty
bands belong to the baseline model.
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Figure 22. Effects of a policy rate increase when the baseline model is estimated
with maximum likelihood
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Note. The figure shows the effects of a monetary policy shock in the baseline model when esti-
mated with the Bayesian method (baseline) and with maximum likelihood. The initial effect on
the policy rate has been normalised to one percentage point. The model is estimated on Swe-
dish data for the period 1995Q1-2022Q4. The CPIF is shown in annual percentage change and
other variables in level. The red lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of
the probability distribution of the baseline response and the blue lines show the median re-
sponses (50th percentile). The uncertainty bands belong to the baseline model.
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Figure 23. Effects of a policy rate increase when the baseline model is estimated
with maximum likelihood and with the policy rate response from the Bayesian
method
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Note. The figure shows the effects of a monetary policy shock in the baseline model when esti-
mated with the Bayesian method (baseline) and with maximum likelihood. The policy rate re-
sponse is normalised to the response obtained when the model is estimated with Bayesian
methods; the initial effect on the policy rate has been normalised to one percentage point. The
model is estimated on Swedish data for the period 1995Q1-2022Q4. The CPIF is shown in an-
nual percentage change and other variables in level.
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Figure 24. Effects of a policy rate increase when the baseline model is estimated
with shadow rates and a variable measuring the Riksbank's government bond
purchases (QE)
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Note. The figure shows the effects of a monetary policy shock in the baseline model when it is
estimated with two shadow rates (constructed with either two or three factors, p) instead of
the policy rate and when a variable measuring the Riksbank's government bond purchases (QE)
is included in the model. The initial effect on the policy rate (or shadow rate) has been normal-
ised to one percentage point. The model is estimated on Swedish data for the period 1995Q1-
2022Q4. The CPIF is shown in annual percentage change and other variables in level. The red
lines are the 5th, 15th, 25th, 75th, 85th and 95th percentiles of the probability distribution of
the baseline response and the coloured lines show the median responses (50th percentile). The
uncertainty bands belong to the baseline model.
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Figure 25. Effects of an increase in the policy rate in the baseline model estimated
on monthly data
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Note. The chart shows the effects of a monetary policy shock in the baseline model estimated
on monthly data, where the initial effect on the policy rate has been normalised to one per-
centage point. The model is estimated for the period 2000m1-2023m12. The CPIF is shown in
annual percentage change and other variables in level. The red lines are the 5th, 15th, 25th,
75th, 85th and 95th percentiles of the probability distribution of the response and the blue line
show the median response (50th percentile).
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