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I. Introduction

What drives industry growth in a consolidating market? Are all firms becoming more productive? Or do the most productive firms survive? After all, in a consolidating market, no firm’s market share is guaranteed. As market concentration rises, the market restructures and scarce assets are reallocated between survivors. This implies that some firms may come out on top, and - through mergers or organic growth - capture more market share. Other firms lose market share and may eventually leave the market altogether. Yet others may see an opportunity to enter the consolidating markets. Since the seminal work by Schumpeter (1942), these effects have been well-documented empirically.\(^1\) Among the key lessons taught to us by this literature, is the notion that we need to investigate firm-level dynamics, in order to understand aggregate outcomes (Caballero et al., 1997). Theoretical models of industry dynamics emphasize selection effects at the firm level as well in shaping industry outcomes.\(^2\)

A change in market structure, in particular a rapid consolidation, is often the result of a shock, such as (de)regulation, technological changes, or opening up to trade (Olley and Pakes, 1996; Melitz, 2003; Stiroh and Strahan, 2003). The timing and depth of the restructuring process depends on the timing and amplitude of the shock, and on the stage of the economic cycle (Caballero and Engel, 1993).\(^3\) The reallocation itself may be smooth and rather instantaneous, but more likely it is costly and less abrupt. Exactly how costly reallocation is depends on the specificity of the industry’s resources. As a result, a growing literature has studied possible reasons why resources may be more specific in some industries than in other industries (Bertola and Caballero, 1994; Mitchell and Mulherin, 1996; Caballero and Hammour, 1998). In addition, institutional, legal and other differences between countries may affect the specificity of resources, and thereby may alter reallocation dynamics (La Porta et al., 1997, 1998; Bartelsman et al., 2013). Thus, the degree of specificity may change the reallocation dynamics (Caballero and Hammour, 1996).

Reallocation dynamics, however, are not just the result of specificity, but can also be affected by regulation and other outside forces. The banking sector is amongst the most regulated and supervised industries due to its importance for economic growth and financial stability. In the US, banks have been subject to branching restrictions and interstate banking prohibitions. Similarly, banks in Europe have long been nationally oriented due to legal and institutional differences between countries. Supported by research indicating significant inefficiencies and the existence of economies of scale (Berger et al., 1995), size


\(^{3}\)Of course, the cycle itself may change because of the shock and the resulting structural changes.
regulations have been relaxed and institutional barriers lowered. Both banking markets have faced significant regulatory changes, which have preceded the restructuring of these markets. As a result, the banking landscape looks rather different now compared to three decades ago: global banks supply their services around the world, while universal banks have extended the range of financial services. Naturally, expansions allow banks to exploit economies of scale and scope, which should improve welfare. At the same time, the large flows of taxpayers’ money to bail out large, systemic banks during the recent financial crises has called for a re-evaluation of size restrictions. As a result, the banking sectors are expected to continue restructuring.

We contribute to our understanding of aggregate productivity growth in banking by disentangling firm-specific productivity developments from reallocation effects. Doing so allows us to relate firm-level returns to scale and efficiency to aggregate productivity, which as it turns out is key to understanding how the banking sectors of Europe and the US have developed. The role of different banks in the reallocation process is largely driven by their own returns to scale and efficiency. We show that larger banks with larger elasticities of scale generate larger fluctuations in market share, but do no improve productivity growth. Instead, less efficient banks are better able to acquire market share and become more productive over time, stimulating industry growth.

We do so following three key steps. First, we model the production process of bank outputs relying on a stochastic output distance frontier model. The advantages of this approach are threefold: multiple inputs and outputs are easily handled, output and input prices are not necessary to estimate the production function parameters, and we do not need to make assumptions about banks’ objective function (Coelli and Perelman, 2000). The distance function is estimated using Call Report data for independent US banks, and BankScope data for independent European banks, covering the period 1995-2012.

Second, we compute a Malmquist productivity (TFP) index (Caves et al., 1982) for each bank-year observation. The Malmquist index is embedded in index number theory, and allows for a decomposition of productivity growth into changes in technical efficiency, returns to scale and technical progress. We use a parametric version proposed by Orea (2002), which does not require input and output prices, but instead computes the index as the ratio of two estimated distance functions (Shephard, 1970).

Third, using the bank-level Malmquist indices, we construct an aggregate measure of productivity in the banking sector. TFP growth is subsequently decomposed into a component measuring bank-level productivity growth, as well as a between-plant reallocation component. The latter is essentially a weighted average of bank-level changes in market shares, and therefore quantifies the effect of reallocation dynamics on aggregate productivity.

4This follows from the equivalence between output distance functions and the production function in the single-input case, or the transformation function in the multiple-outputs case.
The literature has evaluated the consequences of banking consolidation, and in particular mergers and acquisitions, on different measures of performance, such as cost and profit efficiency (Stiroh and Strahan, 2003), the efficient scale of production (Berger et al., 1999; Wheelock and Wilson, 1999, 2012) and productivity (Tirtiroğlu et al., 2005; Delis et al., 2011). A common theme in these papers is the study of bank-level performance measures. While useful for many purposes, in this paper, we argue that a complete evaluation should also aim to quantify the aggregate effects of restructuring. In particular, the aggregate outcomes of consolidation are different if bad-performing banks expand compared to when top-performing banks acquire more market share. To achieve this, we quantify the productivity effects of both within-firm and between-firm changes in productivity and market shares.

This approach is common in studies of the manufacturing industries where reallocation of market shares, and the entry and exit of plants, is typically found to improve aggregate outcomes in the long run (Bartelsman and Doms, 2000). Of course, the role of reallocation in driving industry productivity is not limited to manufacturing, but easily extends to banking.5 We study productivity of the banking sector as it is important for the efficiency of bank lending (Wheelock and Wilson, 1999), and therefore indirectly for the financial soundness of the industry (Koutsomanoli-Filippaki et al., 2009), economic growth (Jayaratne and Strahan, 1996) and the effectiveness of monetary policy (Kashyap and Stein, 2000). We quantify the effect of reallocation dynamics on aggregate productivity developments in the banking sectors of Europe and the United States (US).6

We study productivity of the banking sector as it is important for the efficiency of bank lending (Wheelock and Wilson, 1999), and therefore indirectly for the financial soundness of the industry (Koutsomanoli-Filippaki et al., 2009), economic growth (Jayaratne and Strahan, 1996) and the effectiveness of monetary policy (Kashyap and Stein, 2000). We quantify the effect of reallocation dynamics on aggregate productivity developments in the banking sectors of Europe and the United States (US).

We document an increase in productivity for both European and US banking sectors over the period 1995-2012, on the order of 17% in the US and 24% in Europe. At an annual frequency, under-performing banks capture market share, while more productive banks lose market share, in particular in the US. The pattern of reallocation is markedly different between the geographical regions: European productivity has grown by reallocating inputs through the first half of the sample, at the same time when reallocation diminished growth in the US. Within-firm growth has been rising steadily in both areas, largely due to technical change. The long-run positive effects of creative destruction are especially apparent in the US, where reallocation is an important driver of increases in aggregate productivity.

We subsequently decompose within-firm growth in three components: improvements in technical efficiency, technical progress and returns to scale, all of which are identified by decomposing the Malmquist TFP index. Of these components, technical progress has been the driving force behind within-firm growth. The US banking sector is characterized by decreasing returns to scale, 5See recent work by Craig and Haubrich (2013) for an example of applying labor productivity concepts to the banking sector, by studying gross loan flows.

6Throughout this paper, we use 'Europe' or 'EU' to refer to the EU-15, which includes Austria, Belgium, Denmark, Finland, France, Germany, the United Kingdom, Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Spain and Sweden.
which restrains within-firm growth. In Europe, constant returns to scale do not have an effect on productivity.\(^7\)

The paper proceeds as follows: Section II describes the banking sectors in Europe and the United States, with particular focus on the consolidation process. Section III presents the methodology and the data used in this paper. Section IV reports the empirical results. Section V summarizes the findings and concludes.

II. Consolidation in banking

The restructuring process of an industry is linked closely to what Schumpeter (1942) referred to as creative destruction. If the ‘invisible hand’ works properly, the firms with the lowest average costs survive, while the bad performers will ultimately cease to exist. On the industry level, this evolution should foster economic growth, and in the presence of scale economies will result in a more consolidated industry. Although in practice we do observe consolidation, within-sector differences can be quite large and persistent over time (Baily et al., 1992). We can distinguish between two elements that drive consolidation: market-level developments and firm-level dynamics, the latter being the subject of research in this paper.

For the former, we can point to four causes of consolidation (Berger et al., 1999). First, technological progress, e.g. internet banking, has increased the optimal scale of a bank (DeYoung et al., 2007). Second, improvements in financial conditions yielded higher profits, which freed resources available for takeovers. Third, excess capacity can be put into use for scale enlargement, reducing existing inefficiencies. Finally, to facilitate positive returns to scale, countries deregulate and loosen geographical and/or product restrictions.

Both in Europe and in the US, banking markets have faced significant regulatory changes which were expected to lead to a restructuring of these markets.\(^8\) For US banks, geographical restrictions have been lifted in two steps. The 1982 amendment to the Bank Holding Company (BHC) Act made it possible for out-of-state BHCs to acquire failed banks. By that time, nearly half of all 51 states allowed state-wide branching through mergers and acquisitions (cf. Stiroh and Strahan, 2003, for an overview of the years in which restrictions were lifted). The second step involved the passing of the Riegle-Neal Interstate Banking and Branching Efficiency Act of 1994, allowing nation-wide reallocation by the end of 1995 (Berger et al., 1995). The starting date of our sample (1995) allows us to consider the period immediately following these deregulations.

---

\(^7\)Recent work by Wheelock and Wilson (2012) shows that US banks are characterized by economies of scale. Note that this is not incompatible with our result: only under price-taking in input and output markets do economies of scale imply increasing returns to scale. We, nor Wheelock and Wilson (2012) make this assumption.

\(^8\)Deregulation and technological changes have been well documented for the banking industry (Rose, 1987; Berger et al., 1999; Perotti and Suarez, 2002; Wheelock and Wilson, 2000; Frame and White, 2004; Kwast, 2007).
Similarly, Europe’s national banking markets have been integrated in one market for financial services as of 1993, with the enactment of the Second Banking Coordination Directive of 1988. This Directive established the single banking license, allowing all European banks to set up branches in the entire EU area. Although Bos and Schmiedel (2007) find empirical support for a single European banking market, characterized by cost and profit meta-frontiers, Berger et al. (1999) argue that institutional and cultural differences still impede cross-border reallocation. Indeed, cross-border mergers are rare in the European Union, compared to cross-state mergers in the US. Nevertheless, the possibilities to open cross-border branches and subsidiaries exists in the European Union, and whether reallocation is hampered by the lack of mergers remains to be seen.

Both markets, after all, have experienced an increase in concentration, due to increasing merger activity, entry and exit over a period of twelve years (1997-2012). In Figure 1, we plot the development of consolidation, considering only independent banks or bank holding companies. Figure 1 shows that the Hirschmann-Herfindahl Index (HHI) of both geographical banking sectors has increased over time, indicating larger and fewer banks. Although the overall distribution of assets is much less skewed in Europe, we observe that the overall pattern is remarkably similar.

Traditionally, increases in concentration of this magnitude have been associated with decreases in competition. However, there is also evidence that in-
creased concentration need not be related to actual competition, as documented by e.g. Bikker and Haaf (2002) and Bos et al. (2010) for the banking industry. Furthermore, on local markets (or Metropolitan Statistical Areas), which are still the relevant markets for small business and household financial services, the HHI has been constant over the last twenty years (Kwast, 2007). Park and Pennacchi (2009) attribute this to the fact that banks have expanded geographically, with large banks accessing local markets by acquiring community banks. Their model and empirical findings illustrate that small business loan rates tend to decline, indicating more competition, while deposit rates are lowered as well, mimicking less competition.

Moreover, the restructuring process is not finished. The financial crisis that started in 2007 urged politicians and policymakers to plea for a revision of the regulatory framework, which will most likely lead to a new era of tighter regulation. This will in turn lead to new restructuring incentives.

Our focus, therefore is on quantifying the productivity effects of market restructuring. What are the productivity developments in markets that experience such an increase in concentration? To what extent do all firms go through a similar process after the deregulation, and to what extent do market dynamics play a role? Do the fittest survive, or perhaps not? To answer these questions, we first need a coherent framework for studying firm and industry developments in productivity.

### III. Methodology and data

In this section, we explain how we measure the productivity of banks, and the productivity of the banking sector. We also explain how the two relate to each other, and what data we use to capture banks’ production sets.

The way we typically think about productivity is as an output-input ratio. The main concept is best illustrated for a single-input, single-output firm, a feature which we generalize below. Let $Y$ denote an output, and $X$ denote an input, which are related using the production function $Y_t = F_t(X_t)$. Productivity can then be defined as $\pi_t = \frac{Y_t}{X_t}$. Using this concept, productivity growth (in logarithms, denoted by $\Pi_t = \ln \pi_t$) can be written as:

\begin{equation}
\Delta \Pi_t = \Delta \ln Y_t - \Delta \ln X_t.
\end{equation}

Suppose that, due to technical change, the production function shifts out over time (holding inputs fixed), that is, $F_t(X_t) = \alpha_t F_{t-1}(X_t)$, where $\alpha_t$ denotes the growth factor. Moreover, let $\gamma_t \in (0, 1)$ denote the productive efficiency of the firm, such that $Y_t = \gamma_t F_t(X_t)$. In other words, the function $F_t(X_t)$ yields the maximum output for each value of inputs. Introducing these features into our
measure of productivity growth, we obtain

\[ \Delta \Pi_t = \ln \alpha_t \gamma_t \frac{F_{t-1}(X_t)}{F_{t-1}(X_{t-1})} - \ln \frac{X_t}{X_{t-1}} \]

Finally, let \( F(X) \) be homogeneous of degree \( k \), such that \( F_t(p_t X_t) = p_t^k F(X_t) \), where \( p_t > 0 \) represents the input growth factor. Using this definition in equation (2), we obtain:

\[ \Delta \Pi_t = \ln \alpha_t \gamma_t \frac{p_t^k F_{t-1}(X_{t-1})}{F_{t-1}(X_{t-1})} - \ln p_t X_{t-1} \]

\[ = \ln \alpha_t + \Delta \ln \gamma_t + (k - 1) \Delta \ln X_t. \]

Equation (3) represents a key element of our approach. Productivity growth, defined as the growth of an output-input ratio, equals the sum of technical change, changes in technical efficiency and returns to scale in production. Identification of technical change stems from shifts of the production frontier over time, whereas efficiency change is identified by movements toward the frontier. Returns to scale are identified through changes in the value of inputs. The remainder of this section generalizes this simple concept into a multiple-output multiple-input setting, using a more flexible representation of the production technology.

A. Firm productivity dynamics

We start with a model of the production of the firm. The key elements of our model include the multi-input/multi-output nature of banking and possible inefficiencies in transforming inputs into outputs. We therefore first need to define the way we capture a bank’s production technology. Subsequently, we explain the way in which we estimate banks’ production function. And then we demonstrate the derivation of a bank-specific productivity index.

TECHNOLOGY

Let \( x \in \mathbb{R}^J_+ \) denote the vector of \( J \) inputs, and \( y \in \mathbb{R}^M_+ \) denote the vector of \( M \) outputs. The technology\(^{10}\) is described by the set of feasible output vectors producible from \( x^t \), that is,

\[ P^t(x^t) = \{ y^t : y^t \text{ is producible from } x^t \}. \]

The outer boundary of the set \( P^t(x^t) \) represents the technological frontier. The output distance function measures the distance between outputs and the

\(^{10}\)We assume that the technology satisfies the axioms listed in Färe and Primont (1995).
technological frontier, and is defined as the minimum deflator of the output vector, keeping the input vector fixed:

$$D_o(x^t, y^t) = \min_\Psi \left\{ \Psi > 0 : \frac{y^t}{\Psi} \in \mathcal{P}^t(x^t) \right\}. \tag{5}$$

The output distance function is non-decreasing, positively linearly homogeneous and convex in $y$, and decreasing in $x$ (Färe and Primont, 1995). The value of the output distance function, $D_o(x^t, y^t)$, places $y/D_o(x^t, y^t)$ on the outer boundary of $\mathcal{P}^t(x^t)$ and on the ray through $y^t$. Moreover, this value is the inverse of the output-oriented Farrell (1957) measure of technical efficiency, defined as the maximum feasible radial expansion of the output vector, holding inputs fixed:

$$\max_\lambda \left\{ \lambda \geq 1 : \lambda \cdot y^t \in \mathcal{P}^t(x^t) \right\}. \tag{6}$$

Using equation (6), and allowing for a stochastic element in equation (5), we let $v$ denote a random error term capturing unobservable factors and noise. The stochastic technological frontier can now be written as:

$$D_o(x^t, \lambda y^t) \cdot \exp(v^t) = 1. \tag{7}$$

Homogeneity of the output distance function in outputs implies that, for any scalar $\mu > 0$, $D_o(x^t, \mu y^t) = \mu D_o(x^t, y^t)$. We impose homogeneity by setting $\mu = \frac{1}{\lambda y_1}$, and normalize all outputs by the first output. Hence, letting $\tilde{y} = \left(\frac{y_2}{y_1}, \ldots, \frac{y_M}{y_1}\right)$ denote the $M-1$ vector of output ratio’s, without loss of generality we can write our regression model as:

$$1 = \lambda \cdot y_1^t \cdot D_o(x^t, \tilde{y}) \cdot \exp(v^t); \quad -\ln y_1^t = \ln D_o(x^t, \tilde{y}) + u^t + v^t, \tag{8}$$

where $u^t = \ln \lambda \geq 0$ denotes technical inefficiency. As in Cuesta and Orea (2002), we use the value of the distance function as our measure of technical efficiency, which is restricted to lie between 0 and 1, with greater values denoting higher efficiency. The result is a model that allows us to estimate scale economies, technical change and efficiency while accounting for a multi input/multi output setting. The next step involves specifying a functional form for $D_o$, so we can estimate the output distance frontier model.

**Specification**

In order to estimate the model described by equation (8), we again follow Cuesta and Orea (2002) and adopt the standard flexible translog functional form for the output distance function, including time to account for non-neutral
technical change. Letting $i$ index firms and $t$ index time, equation 8 can be written as:

\[-\ln y_{1it} = \alpha_i + \sum_{m=2}^{M} \alpha_m \ln \tilde{y}_{mit} + \frac{1}{2} \sum_{m=2}^{M} \sum_{n=2}^{M} \alpha_{mn} \ln \tilde{y}_{mit} \ln \tilde{y}_{nit} + \sum_{j=1}^{L} \beta_j \ln x_{jit} + \sum_{j=1}^{L} \sum_{k=1}^{J} \sum_{m=2}^{M} \alpha_{jm} \ln \tilde{y}_{mit} \ln x_{jit} + \frac{1}{2} \sum_{j=1}^{L} \sum_{k=1}^{J} \sum_{m=2}^{M} \delta_{mj} \ln \tilde{y}_{mit} \ln x_{jit} + \tau_0 t + \frac{1}{2} \tau_1 t^2 + \sum_{m=2}^{M} \tau_m t \ln \tilde{y}_{mit} + \sum_{j=1}^{L} \tilde{v}_j t \ln x_{jit} + u_{it} + v_{it},\]

(9)

where symmetry requires $a_{mn} = a_{nm}$ and $b_{jk} = b_{kj}$. In this specification, $\alpha_i$ denotes a bank-specific intercept and $u_{it}$ denotes the technical inefficiency of firm $i$ in year $t$, and is assumed to be a draw from a half-normal distribution with variance $\sigma_u^2$. The specification in equation (9) allows for an unrestricted path of efficiency over time.\(^{11}\) Finally, $v_{it}$ is a normally distributed iid error term, independent of $u_{it}$, with mean zero and variance $\sigma_v^2$. We estimate equation (9) by maximum likelihood.\(^{12}\)

**PRODUCTIVITY INDEX**

Estimating the process with which banks transform inputs into outputs is only a first step. The next, logical step is to use the resulting production function estimations to create a productivity index. In short, we wish to know how each bank becomes more (or less) productive. We follow Orea (2002), and define a total factor productivity index as:

\[
\Delta \Pi_{t+1} = \frac{1}{2} \sum_{m=1}^{M} \left( e_m^{t+1} + e_m^t \right) \frac{\partial \ln D_o(x_{t},y_{t},t)}{\partial \ln y_m} - \frac{1}{2} \sum_{j=1}^{L} \left( e_j^{t+1} + e_j^t \right) \frac{\partial \ln D_o(x_{t},y_{t},t)}{\partial \ln x_j},
\]

(10)

where $e_m^{t} = \frac{\partial \ln D_o(x_{t},y_{t},t)}{\partial \ln y_m}$ and $e_j^{t} = \frac{\partial \ln D_o(x_{t},y_{t},t)}{\partial \ln x_j}$. \(\Delta \Pi_{t+1}\) is thus defined as the growth rate of outputs minus the growth rate of inputs, where outputs and inputs are weighted by their respective output distance elasticities. Note the similarity of how \(\Delta \Pi\) is computed compared to equation (1) in the single-output single-input case. Furthermore, using Diewert (1976)’s Quadratic Identity

\(^{11}\)Our specification for inefficiency differs from Cuesta and Orea (2002), who impose a common path of inefficiency for all banks. As efficiency changes are important for our application, we prefer not to impose any common time trends.

\(^{12}\)The estimators of Olley and Pakes (1996), Levinsohn and Petrin (2003), Ackerberg et al. (2006) and Wooldridge (2009) emphasize the potential endogeneity of inputs when estimating production functions if the TFP shock is observable to the manager but not the econometrician. Incorporating similar corrections in a stochastic frontier model is challenging however, and not pursued in the current estimation.
Lemma, the TFP index can be decomposed into changes in technical efficiency ($\Delta TE$), technical change ($TC$) and returns to scale ($SC$), where:

\[ \Delta TE = \ln D_o(x^{t+1}, y^{t+1}, t + 1) - \ln D_o(x^t, y^t, t) \]  
\[ TC = -\frac{1}{2} \left( \frac{\partial \ln D_o(x^{t+1}, y^{t+1}, t + 1)}{\partial t} + \frac{\partial \ln D_o(x^t, y^t, t)}{\partial t} \right) \]  
\[ SC = -\frac{1}{2} \sum_{k=1}^{N} \left( \left( \sum_{j=1}^{N} \frac{\partial \ln D_o(x^{t+1}, y^{t+1}, t + 1)}{\partial \ln x_j} + 1 \right) e^{t+1}_k + \left( \sum_{j=1}^{N} \frac{\partial \ln D_o(x^t, y^t, t)}{\partial \ln x_j} + 1 \right) \ln \left( \frac{x^{t+1}_k}{x^t_k} \right) \right), \]  

and:

\[ \Delta \Pi = \Delta TE + TC + SC. \]

Note that both $\Delta \Pi$ as well as its components in equation (12) vary between firms and over time, and can be obtained directly from the fitted output distance function. To see why the first term measures the change in efficiency, note that, from taking logs of expression (7) in two subsequent periods, $\ln D_o(x^{t+1}, y^{t+1}, t + 1) - \ln D_o(x^t, y^t, t) = -(u^{t+1} - u^t)$, and hence the change in the value of the output distance function measures the negative of the change in inefficiency. The second term measures the negative of the change in the distance function over time, which, by definition, equals the shifting of the technological frontier. Finally, the scale term reflects the effects of movements of the bank along the distance function, changing their input levels over time. For constant returns to scale, $\sum_{k=1}^{J} \partial \ln D_o(\cdot) / \partial \ln x_k = -1$, and hence $SC = 0$, while for increasing returns, $\sum_{k=1}^{J} \partial \ln D_o(\cdot) / \partial \ln x_k < -1$ and $SC > 0$. Positive changes in technical efficiency, technical progress and increasing returns to scale are thus contributing to productivity growth. Again, we note the similarity of this decomposition with that obtained in equation (3). Identification of the separate components again stems from shifts in the frontier (technical change), movements towards the frontier (efficiency change) and movements along the frontier (returns to scale) changing inputs over time.

Finally, to construct a measure of the level of productivity, we use the estimated

\[ 13 \text{There are many decompositions suggested in the literature, differing with respect to how technical change and returns to scale are measured. See e.g., F"are et al. (1994), Ray and Desli (1997) and Lovell (2003). Here, we follow Lovell (2003), who recommends the above decomposition based on its ability to mimic an 'ideal' decomposition of productivity growth. Moreover, in practice, the difference between the various decompositions are minor in empirical applications.} \]
TFP growth series and compute:

\[ \Pi_i^t = \Pi_i^{t-1} + \Delta \Pi_i^t, \quad t = 2, \ldots, T; \]  

\[ \Pi_i^1 = \sum_{m=1}^{M} \epsilon_{mi1} \ln y_{mi1} - \sum_{j=1}^{I} \epsilon_{ji1} \ln x_{ji1}. \]

We use expression (13b) to compute productivity in the first period, which is consistent with the definition of TFP. Now that we have thus an estimated firm-level measure of productivity, we can turn to industry-level developments of productivity.

B. Industry productivity dynamics

To study productivity dynamics in the banking sector, we opt for a decomposition model of sector-level productivity. The goal of our decomposition analysis is to explain industry-wide growth by focusing on firm-specific behavior. The decomposition method explicitly accounts for heterogeneity in firm performance and may prove particularly insightful in restructuring industries (Foster et al., 2001, 2006). Decomposition methods are mainly used in studies of the manufacturing industries (Dunne et al., 1989, Baily et al., 1992, Olley and Pakes, 1996, Collard-Wexler and de Loecker, 2013). The decomposition allows us to differentiate between within-firm growth and growth due to creative destruction, as some firms lose market share while others gain.

Following Olley and Pakes (1996), we define industry-wide productivity as the market share weighted average of productivity levels, \( \Pi_i^t = \sum_{i=1}^{I_i^t} \Pi_i^t \theta_{i^t} \). Productivity growth between two consecutive time periods equals:

\[ \Delta \Pi_i^t = \sum_{i=1}^{I_i^t} \Pi_i^t \theta_{i^t} - \sum_{i=1}^{I_i^{t-1}} \Pi_i^{t-1} \theta_{i^{t-1}}. \]

The market share of firm \( i \) in year \( t \), \( \theta_{i^t} \), is defined as the share of total industry inputs allocated to firm \( i \). Over time, the number of firms may change from \( I_i^{t-1} \) to \( I_i^t \). Between any two periods, we can identify entering firms \( N \), present only in period \( t \), exiting firms \( X \), present only in \( t - 1 \) and surviving firms \( S \), which are present in \( t \) and \( t - 1 \). Hence, \( I_i^{t-1} = S + X \) and \( I_i^t = S + N \). Rearranging equation (14), and following Foster et al. (2001), we derive the following decomposition.

\footnote{An emerging literature considers the aggregation of TFP indices to industry-wide levels (cf. Basu and Fernald, 2002; Färe and Grosskopf, 2003; Ten Raa, 2005). Due to allocative inefficiency, the productivity of the industry is not necessarily the same as the sum of firm-level productivity levels. We are well aware of this notion, and mainly view the weighted average as an indicator of the industry’s performance.}

\footnote{The choice of activity weights has been discussed in the literature, cf. Collard-Wexler and de Loecker (2013). We believe total inputs is a better measure of activity for the demand-driven banking sector. However, all our results are robust to using total assets for computing market shares. In fact, the correlation between the two is above 0.9 in our data.}
of productivity growth, the derivation of which is presented in Appendix A:

\[
\Delta \Pi_t = \sum_{i \in S} (\Pi_{it} - \Pi_{it-1}) \theta_{it-1} + \sum_{i \in S} (\Pi_{it} - \Pi_{it-1}) (\theta_{it} - \theta_{it-1}) +
\]

\[
\sum_{i \in N} (\Pi_{it} - \Pi_{it-1}) \theta_{it} - \sum_{i \in X} (\Pi_{it-1} - \Pi_{it-1}) \theta_{it-1}.
\]

The within effect measures how firm-level changes in the survivor’s productivity contribute to industry-wide performance growth. Using our earlier firm-level productivity decompositions, we can decompose the within effect further into contributions from improved technical efficiency, technical progress and increasing returns to scale. Using expression (12), we obtain:

\[
\sum_{i \in S} (\Pi_{it} - \Pi_{it-1}) \theta_{it-1} = \sum_{i \in S} (\Delta TE_{it} + TC_{it} + SC_{it}) \theta_{it-1}.
\]

The remaining terms in expression (15) measure the dynamics between industry participants. In a given period, firms can increase or decrease their inputs, relative to other firms, changing the share of the surviving firms. We call the resulting changes in productivity the between effect. Furthermore, entry and exit of banks can also influence productivity of the industry. Together, entry, exit and the between effect determine the size and sign of the reallocation effect. This reallocation effect will be positive if above-average productive firms grow in size (of expenditures) or enter, thereby contributing positively to industry-level productivity. Alternatively, if below-average firms decrease or exit the market, industry-wide productivity will increase as well. The reallocation effect therefore quantifies the degree of restructuring in the banking sector. Note that the within effect has a nice counterfactual interpretation: it shows what aggregate productivity would have been in the absence of reallocation. The remaining terms then measure what productivity would have been without changes in the distribution of productivity.

Summing up, we have now decomposed industry-level productivity changes into firm-level contributions and reallocation effects, stemming from industry restructuring.

C. Data

In order to properly assess the role of reallocation in driving productivity change in the banking sectors of Europe and the US, we first need to carefully consider the sample of banks included in our study.

We only include independent banks, in order to properly measure reallocation between banks, rather than within banks or between banks that are part of the
same holding company. For the US, we use the Federal Reserve Call reports (for independent banks) and Y9-C reports (for bank holding companies), and include all banks that are either independent and not part of a bank holding company or are the largest entity of a bank holding company.\textsuperscript{16} For Europe, we use Bureau van Dijk’s BankScope database. Again, we select only independent banks, relying on BankScope’s Independence indicator.\textsuperscript{17}

The resulting data set is unbalanced as, for various reasons, not all banks are covered in the entire period. Only commercial, cooperative and savings banks are included, as these banks are more or less homogeneous in terms of financing structure. In total, we include 5,516 bank-year observations for Europe, and 7,026 for the US, where many more small banks have so far survived.

### Table 1—Descriptive statistics

<table>
<thead>
<tr>
<th>variable</th>
<th>Europe</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>production set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loans ((Y_1))</td>
<td>12,174,397 (52,155,188)</td>
<td>3,402,273 (27,376,184)</td>
</tr>
<tr>
<td>investments ((Y_2))</td>
<td>12,794,633 (79,227,232)</td>
<td>1,487,457 (13,616,228)</td>
</tr>
<tr>
<td>off-balance sheet ((Y_3))</td>
<td>170,397 (859,967)</td>
<td>107,262 (980,784)</td>
</tr>
<tr>
<td>labor ((X_1))</td>
<td>204,423 (1,008,553)</td>
<td>77,587 (663,266)</td>
</tr>
<tr>
<td>financial capital ((X_2))</td>
<td>600,806 (3,039,856)</td>
<td>100,233 (934,701)</td>
</tr>
<tr>
<td>physical capital ((X_3))</td>
<td>373,418 (1,840,505)</td>
<td>21,2336 (179,379)</td>
</tr>
<tr>
<td>performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>scale elasticity</td>
<td>0.826 (0.068)</td>
<td>0.730 (0.030)</td>
</tr>
<tr>
<td>efficiency</td>
<td>0.866 (0.081)</td>
<td>0.887 (0.054)</td>
</tr>
<tr>
<td>productivity growth ((\Delta I))</td>
<td>0.020 (0.150)</td>
<td>0.011 0.165</td>
</tr>
<tr>
<td>productivity ((I))</td>
<td>2.326 0.659</td>
<td>2.544 0.510</td>
</tr>
<tr>
<td>market share</td>
<td>0.326 (1.236)</td>
<td>0.256 (1.915)</td>
</tr>
<tr>
<td>Lerner</td>
<td>0.438 (0.178)</td>
<td>0.464 (0.248)</td>
</tr>
<tr>
<td>observations</td>
<td>5,516</td>
<td>7,026</td>
</tr>
</tbody>
</table>

Note: \(X_1\) is measured using personnel expenses; \(X_2\) using total interest expenses; and \(X_3\) using overhead expenses, including write-offs on physical capital. All outputs and inputs as well as operating profits in 1995 PPP dollars. Market share is in percentages.

Now that we have selected our sample, next on our agenda is the selection of each bank’s production set. We follow the literature, and use the intermediation approach popularized by Sealey and Lindley (1977). We identify three outputs: loans, investments and off-balance sheet items. In addition, we identify three inputs: labor, funds and physical capital. Our main concern at this point, is to measure each item in a consistent manner across different banks in different markets. We measure all inputs and outputs in monetary terms. The inputs are

\textsuperscript{16}For banks that are not part of a bank holding company, we use call report items RSSD9365 and RSSD9349 to exclude those that have an outside equity holder with a majority position. For the remaining banks, item RSSD9397 is used to identify a bank as the largest entity of a bank holding company.

\textsuperscript{17}We include all banks with an Independence indicator score of A or B. Banks with an indicator score of A have no shareholder with direct or total ownership exceeding 25%. Banks with a score of B can have a known recorded shareholder with an ownership above 25%, but have no shareholders with a direct or total (via cross-holdings) ownership above 50%.
measured as flows: personnel expenses, total interest expenses and overhead expenses (including write-offs on physical capital), respectively. Two of the outputs are measured as end-of-year stocks, namely loans (net of impaired loans) and investments (consisting of all other earning assets). The remaining output, off-balance sheet items, is measured using net fees and commissions, a flow.

The full production set is described in the top part of Table 1. From the table, we observe that European banks are on average much larger. With their dense branch networks, they also spend proportionally more on physical capital. US banks, on the other hand, earn proportionally more from off-balance sheet operations.

In our analysis of the sources and consequences of productivity changes in both markets, we make use of a number of additional variables, described in the bottom part of Table 1. First, we include our estimates of banks’ scale elasticity and efficiency. In terms of the notation in section III, the scale elasticity at time $t$ is defined as $SE = -\sum_{j=1}^{J} \frac{\partial ln D_o(x^t, y^t, t)}{\partial ln x^t_j}$. Thus, $SE = 1$ indicates constant returns, while $SE < 1$ denote decreasing returns to scale. We observe that on average, both in Europe and in the US, banks experience decreasing returns to scale. Returns to scale are significantly lower in the US, which may play an important role in the reallocation process. Efficiency, meanwhile, is remarkably similar in both markets: an efficiency score of approximately 0.89 means that the average bank could produce 11% more outputs for a given input mix.

Reflecting the highly skewed size distribution of banks in the US, we observe that the average market share of the US banks is much lower than that of the European banks, even though concentration is higher in the former market. The market shares are calculated based on total inputs. The European banks are pooled together, so that the market share of each firm measures its size in the total European banking sector. We consider this to be the ‘fair’ comparison of European and US banks, as both - in principal - are supposed to operate on markets that are internally open.\footnote{All analyses in this paper have also been conducted for Germany, France, Italy and the United Kingdom separately. Findings as presented here are robust, and these additional results are available upon request.}

Finally, we measure banks’ markup using the Lerner index, constructed as the sum of net operating income and expenses on premises and fixed assets (measuring fixed costs) over total operating income. Banks in Europe and the US appear to have, on average, very similar Lerner indices, cautiously suggesting that there are perhaps no drastic differences in the level of competition in both markets.

IV. Results

In this section, we describe our results. We start by describing productivity levels, and introduce our main parameter estimates and the resulting productiv-
ity measures. Next, we analyze the resulting productivity dynamics, and study how each bank market has fared over our sample period. Subsequently, we investigate the importance of reallocation in driving these dynamics. Finally, we explore the long-run dynamics in both markets.

A. Productivity levels

We start by estimating our output distance stochastic frontier model specified in equation (9) for both markets. The estimation results are summarized in Table 2. Interpreting individual coefficient estimates is notoriously difficult with these translog estimations. Instead, therefore, we describe the main features of our results by inspecting a number of key parameters.

First, we are interested in the importance of efficiency. From the estimations in Table 2, we note that $\lambda$ is significantly larger than zero. For Europe, a $\lambda$ of 2.5 implies that the amount of residual variance that can be attributed to inefficiency is twice as large as the amount of noise. For the US, this value is somewhat lower, but still considerable, at 1.456. These inferences are confirmed by a likelihood ratio test of whether $\sigma^2_{\text{u}}$, the variance attributable to inefficiency, is significantly larger than zero, which is the case in both markets.

Second, of course, we are interested in the level of efficiency and scale elasticities, and their variance. After all, the potential for reallocation increases as the differences in efficiency and scale economies increase (Melitz, 2003). Figures 2a and 2b show kernel density plots of bank-level estimates of the scale elasticity in Europe and the US, respectively.

Two observations stand out: (i) the elasticity of scale is lower in the US in all sample years, and (ii) both regions witness an increase in the elasticity of scale over time. Due to both geographical and product-mix expansion, banks appear to become more able to produce outputs at given input levels.

Figures 2c and 2d show kernel density plots of bank-level estimates of efficiency in Europe and the US, respectively. For Europe, we observe a development that is similar to what we find for scale economies: over time, efficiency improves, and its distribution becomes (slightly) narrower, as efficiency differences disappear. For the US, the story is different: from the outset, the spread in efficiency is much less than is the case in Europe, and there is no clear time pattern.

In fact, Figure 2 nicely illustrates the contribution of this paper: by merely looking at aggregate numbers (or in this case, distributions), we can infer very little about the underlying dynamics that may drive industry productivity changes.
Table 2—: Frontier results

<table>
<thead>
<tr>
<th></th>
<th>Europe</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln y₂</td>
<td>0.126 (0.029)***</td>
<td>0.152 (0.023)***</td>
</tr>
<tr>
<td>ln y₃</td>
<td>0.729 (0.036)***</td>
<td>0.685 (0.038)***</td>
</tr>
<tr>
<td>½ × ln y₂ × ln y₂</td>
<td>0.073 (0.002)***</td>
<td>0.036 (0.002)***</td>
</tr>
<tr>
<td>ln y₂ × ln y₃</td>
<td>-0.040 (0.003)***</td>
<td>0.004 (0.003)***</td>
</tr>
<tr>
<td>½ × ln y₃ × ln y₃</td>
<td>0.104 (0.004)***</td>
<td>0.065 (0.004)***</td>
</tr>
<tr>
<td>ln x₁</td>
<td>0.058 (0.096)</td>
<td>-0.241 (0.088)***</td>
</tr>
<tr>
<td>ln x₂</td>
<td>-0.175 (0.030)***</td>
<td>-0.180 (0.033)***</td>
</tr>
<tr>
<td>ln x₃</td>
<td>-0.358 (0.108)***</td>
<td>-0.332 (0.069)***</td>
</tr>
<tr>
<td>½ × ln x₁ × ln x₁</td>
<td>-0.096 (0.042)***</td>
<td>-0.072 (0.030)***</td>
</tr>
<tr>
<td>ln x₁ × ln x₂</td>
<td>0.116 (0.013)***</td>
<td>-0.012 (0.012)***</td>
</tr>
<tr>
<td>ln x₂ × ln x₂</td>
<td>-0.020 (0.033)***</td>
<td>0.074 (0.020)***</td>
</tr>
<tr>
<td>½ × ln x₂ × ln x₃</td>
<td>-0.028 (0.005)***</td>
<td>0.014 (0.007)***</td>
</tr>
<tr>
<td>ln x₂ × ln x₃</td>
<td>-0.087 (0.014)***</td>
<td>0.000 (0.009)***</td>
</tr>
<tr>
<td>½ × ln x₃ × ln x₃</td>
<td>0.071 (0.031)**</td>
<td>-0.072 (0.017)***</td>
</tr>
<tr>
<td>ln y₂ × ln x₁</td>
<td>-0.076 (0.011)***</td>
<td>0.005 (0.008)***</td>
</tr>
<tr>
<td>ln y₂ × ln x₂</td>
<td>-0.013 (0.003)***</td>
<td>0.005 (0.003)***</td>
</tr>
<tr>
<td>ln y₂ × ln x₃</td>
<td>0.085 (0.011)***</td>
<td>-0.009 (0.007)***</td>
</tr>
<tr>
<td>ln y₃ × ln x₁</td>
<td>0.097 (0.012)***</td>
<td>0.014 (0.010)***</td>
</tr>
<tr>
<td>ln y₃ × ln x₂</td>
<td>0.013 (0.004)***</td>
<td>-0.004 (0.004)***</td>
</tr>
<tr>
<td>ln y₃ × ln x₃</td>
<td>-0.110 (0.013)***</td>
<td>-0.034 (0.009)***</td>
</tr>
<tr>
<td>t</td>
<td>-0.022 (0.005)***</td>
<td>-0.022 (0.006)***</td>
</tr>
<tr>
<td>½ × t × t</td>
<td>0.001 (0.000)***</td>
<td>0.002 (0.000)***</td>
</tr>
<tr>
<td>ln y₂ × t</td>
<td>-0.003 (0.001)***</td>
<td>0.002 (0.001)***</td>
</tr>
<tr>
<td>ln y₃ × t</td>
<td>0.006 (0.001)***</td>
<td>-0.002 (0.001)***</td>
</tr>
<tr>
<td>ln x₁ × t</td>
<td>-0.013 (0.003)***</td>
<td>-0.007 (0.002)***</td>
</tr>
<tr>
<td>ln x₂ × t</td>
<td>0.008 (0.001)***</td>
<td>0.003 (0.001)***</td>
</tr>
<tr>
<td>ln x₃ × t</td>
<td>0.005 (0.003)***</td>
<td>0.001 (0.002)***</td>
</tr>
<tr>
<td>constant</td>
<td>-5.303 (0.273)***</td>
<td>-3.542 (0.221)***</td>
</tr>
<tr>
<td>λ</td>
<td>2.506***</td>
<td>1.456***</td>
</tr>
<tr>
<td>LRT₂ WTO₀</td>
<td>0.000***</td>
<td>0.000***</td>
</tr>
<tr>
<td>observations</td>
<td>5,516</td>
<td>7,026</td>
</tr>
</tbody>
</table>

Note: Dependent variable is −ln y₁. λ = σ²_u/σ²_v, and measure the relative magnitude of inefficiency and noise. LRT₂ WTO₀ is a likelihood ratio test, with a null hypothesis that σ²_u = 0 and an alternative hypothesis that σ²_u > 0. We report the p-values corresponding to the test.

B. Productivity dynamics

We now turn to describing the evolution of productivity change in both markets. Table 3 shows the results of decomposing the year-on-year growth of sector-wide productivity (final column labeled total) into within-firm changes (column within) and between-firm changes in market shares (column real, short for reallocation). Moreover, the reallocation effect is decomposed into its components identified in equation (15), and the within effect is decomposed into its components identified in equation (16).

The top panel of Table 3 describes the evolution of productivity in Europe. For instance, the first row shows that, between 1995 and 1996, the banking sector
became 7.9% more productive, on aggregate. 5.3%, or about two-thirds, is due to banks becoming more productive, which in turn is mostly due to technical progress (3.5%). The remaining 2.6% is due to market share reallocation. Note that, absent entry, the least productive banks gained market shares; rather, the entry of banks with a productivity premium yields a positive reallocation effect. In fact, until 2006, the between effect is typically negative, indicating that, between surviving banks, market shares are reallocated to less productive banks. Rather, it is the reshaping of the banking sector via the external margin (entry or exit) that mostly affects reallocation. We also note that the within-firm component (holding market shares fixed) is steadily contributing to productivity growth, with technical change as the most important driver.

In the US, in contrast, we observe that the internal margin plays a more important role: the between-survivors effect is mostly positive. Entrants have a productivity disadvantage during the first part of our sample, causing the
Table 3— Decomposition results

<table>
<thead>
<tr>
<th>Year</th>
<th>Within</th>
<th>$\Delta TE$</th>
<th>SC</th>
<th>TC</th>
<th>Between</th>
<th>Entry</th>
<th>Exit</th>
<th>Real</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>0.053</td>
<td>0.015</td>
<td>0.003</td>
<td>0.035</td>
<td>-0.013</td>
<td>0.041</td>
<td>0.001</td>
<td>0.026</td>
<td>0.079</td>
</tr>
<tr>
<td>1997</td>
<td>0.068</td>
<td>0.035</td>
<td>-0.001</td>
<td>0.034</td>
<td>-0.003</td>
<td>0.080</td>
<td>0.000</td>
<td>0.077</td>
<td>0.145</td>
</tr>
<tr>
<td>1998</td>
<td>0.028</td>
<td>0.004</td>
<td>-0.006</td>
<td>0.030</td>
<td>-0.033</td>
<td>0.017</td>
<td>-0.140</td>
<td>0.123</td>
<td>0.150</td>
</tr>
<tr>
<td>1999</td>
<td>0.080</td>
<td>0.047</td>
<td>0.000</td>
<td>0.033</td>
<td>-0.021</td>
<td>-0.005</td>
<td>0.000</td>
<td>-0.025</td>
<td>0.055</td>
</tr>
<tr>
<td>2000</td>
<td>-0.021</td>
<td>-0.047</td>
<td>-0.004</td>
<td>0.030</td>
<td>-0.031</td>
<td>-0.001</td>
<td>0.000</td>
<td>-0.032</td>
<td>-0.035</td>
</tr>
<tr>
<td>2001</td>
<td>0.003</td>
<td>-0.020</td>
<td>-0.005</td>
<td>0.029</td>
<td>-0.004</td>
<td>-0.030</td>
<td>0.000</td>
<td>-0.033</td>
<td>-0.030</td>
</tr>
<tr>
<td>2002</td>
<td>0.032</td>
<td>0.002</td>
<td>0.001</td>
<td>0.029</td>
<td>0.016</td>
<td>0.064</td>
<td>0.026</td>
<td>0.054</td>
<td>0.086</td>
</tr>
<tr>
<td>2003</td>
<td>0.060</td>
<td>0.028</td>
<td>0.005</td>
<td>0.029</td>
<td>-0.007</td>
<td>0.017</td>
<td>-0.027</td>
<td>0.037</td>
<td>0.097</td>
</tr>
<tr>
<td>2004</td>
<td>0.050</td>
<td>0.020</td>
<td>0.000</td>
<td>0.029</td>
<td>-0.045</td>
<td>-0.114</td>
<td>0.000</td>
<td>-0.159</td>
<td>-0.108</td>
</tr>
<tr>
<td>2005</td>
<td>0.091</td>
<td>0.058</td>
<td>0.002</td>
<td>0.031</td>
<td>-0.061</td>
<td>0.021</td>
<td>0.000</td>
<td>-0.040</td>
<td>0.051</td>
</tr>
<tr>
<td>2006</td>
<td>-0.033</td>
<td>-0.063</td>
<td>0.000</td>
<td>0.030</td>
<td>0.010</td>
<td>-0.040</td>
<td>0.000</td>
<td>-0.030</td>
<td>-0.062</td>
</tr>
<tr>
<td>2007</td>
<td>0.014</td>
<td>-0.012</td>
<td>-0.001</td>
<td>0.027</td>
<td>0.001</td>
<td>-0.003</td>
<td>-0.001</td>
<td>-0.002</td>
<td>0.013</td>
</tr>
<tr>
<td>2008</td>
<td>0.033</td>
<td>0.012</td>
<td>-0.003</td>
<td>0.024</td>
<td>0.044</td>
<td>-0.071</td>
<td>0.005</td>
<td>-0.032</td>
<td>0.000</td>
</tr>
<tr>
<td>2009</td>
<td>0.044</td>
<td>0.018</td>
<td>0.001</td>
<td>0.025</td>
<td>-0.027</td>
<td>0.005</td>
<td>0.000</td>
<td>-0.023</td>
<td>0.021</td>
</tr>
<tr>
<td>2010</td>
<td>0.045</td>
<td>0.003</td>
<td>0.015</td>
<td>0.027</td>
<td>0.055</td>
<td>0.004</td>
<td>-0.001</td>
<td>0.061</td>
<td>0.105</td>
</tr>
<tr>
<td>2011</td>
<td>-0.042</td>
<td>-0.068</td>
<td>0.000</td>
<td>0.026</td>
<td>-0.009</td>
<td>-0.001</td>
<td>0.026</td>
<td>-0.037</td>
<td>-0.079</td>
</tr>
<tr>
<td>2012</td>
<td>-0.014</td>
<td>-0.039</td>
<td>-0.001</td>
<td>0.026</td>
<td>0.001</td>
<td>0.005</td>
<td>-0.002</td>
<td>0.008</td>
<td>-0.006</td>
</tr>
</tbody>
</table>

Europe

<table>
<thead>
<tr>
<th>Year</th>
<th>Within</th>
<th>$\Delta TE$</th>
<th>SC</th>
<th>TC</th>
<th>Between</th>
<th>Entry</th>
<th>Exit</th>
<th>Real</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>0.018</td>
<td>-0.009</td>
<td>-0.016</td>
<td>0.042</td>
<td>0.003</td>
<td>-0.032</td>
<td>0.015</td>
<td>-0.045</td>
<td>-0.027</td>
</tr>
<tr>
<td>1997</td>
<td>0.060</td>
<td>0.078</td>
<td>-0.069</td>
<td>0.050</td>
<td>0.021</td>
<td>0.006</td>
<td>0.007</td>
<td>0.020</td>
<td>0.080</td>
</tr>
<tr>
<td>1998</td>
<td>-0.032</td>
<td>-0.003</td>
<td>-0.071</td>
<td>0.042</td>
<td>0.002</td>
<td>-0.053</td>
<td>-0.032</td>
<td>-0.018</td>
<td>-0.051</td>
</tr>
<tr>
<td>1999</td>
<td>0.021</td>
<td>0.009</td>
<td>-0.043</td>
<td>0.056</td>
<td>0.013</td>
<td>-0.080</td>
<td>-0.005</td>
<td>-0.062</td>
<td>-0.040</td>
</tr>
<tr>
<td>2000</td>
<td>0.050</td>
<td>-0.008</td>
<td>0.004</td>
<td>0.055</td>
<td>0.035</td>
<td>-0.003</td>
<td>0.000</td>
<td>0.032</td>
<td>0.083</td>
</tr>
<tr>
<td>2001</td>
<td>0.000</td>
<td>-0.038</td>
<td>-0.015</td>
<td>0.053</td>
<td>0.005</td>
<td>0.001</td>
<td>0.002</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>2002</td>
<td>0.069</td>
<td>0.016</td>
<td>0.001</td>
<td>0.052</td>
<td>0.009</td>
<td>-0.004</td>
<td>-0.006</td>
<td>0.012</td>
<td>0.081</td>
</tr>
<tr>
<td>2003</td>
<td>0.048</td>
<td>-0.001</td>
<td>-0.002</td>
<td>0.051</td>
<td>0.018</td>
<td>-0.001</td>
<td>-0.006</td>
<td>0.023</td>
<td>0.070</td>
</tr>
<tr>
<td>2004</td>
<td>0.041</td>
<td>0.010</td>
<td>-0.016</td>
<td>0.048</td>
<td>0.014</td>
<td>0.006</td>
<td>0.005</td>
<td>0.015</td>
<td>0.057</td>
</tr>
<tr>
<td>2005</td>
<td>-0.072</td>
<td>-0.091</td>
<td>-0.028</td>
<td>0.047</td>
<td>0.038</td>
<td>0.018</td>
<td>-0.001</td>
<td>0.057</td>
<td>-0.016</td>
</tr>
<tr>
<td>2006</td>
<td>-0.018</td>
<td>-0.029</td>
<td>-0.028</td>
<td>0.039</td>
<td>0.007</td>
<td>0.010</td>
<td>0.019</td>
<td>-0.002</td>
<td>-0.020</td>
</tr>
<tr>
<td>2007</td>
<td>-0.036</td>
<td>-0.068</td>
<td>-0.005</td>
<td>0.037</td>
<td>-0.008</td>
<td>0.024</td>
<td>0.049</td>
<td>-0.034</td>
<td>-0.069</td>
</tr>
<tr>
<td>2008</td>
<td>0.018</td>
<td>-0.008</td>
<td>-0.013</td>
<td>0.039</td>
<td>-0.001</td>
<td>0.010</td>
<td>-0.005</td>
<td>0.014</td>
<td>0.033</td>
</tr>
<tr>
<td>2009</td>
<td>0.190</td>
<td>0.130</td>
<td>0.022</td>
<td>0.038</td>
<td>-0.003</td>
<td>0.000</td>
<td>-0.002</td>
<td>-0.001</td>
<td>0.189</td>
</tr>
<tr>
<td>2010</td>
<td>0.028</td>
<td>-0.009</td>
<td>0.001</td>
<td>0.036</td>
<td>0.006</td>
<td>0.010</td>
<td>0.003</td>
<td>0.013</td>
<td>0.041</td>
</tr>
<tr>
<td>2011</td>
<td>0.037</td>
<td>-0.004</td>
<td>0.004</td>
<td>0.036</td>
<td>-0.001</td>
<td>-0.001</td>
<td>0.009</td>
<td>-0.011</td>
<td>0.026</td>
</tr>
<tr>
<td>2012</td>
<td>0.046</td>
<td>0.010</td>
<td>0.002</td>
<td>0.035</td>
<td>-0.003</td>
<td>0.016</td>
<td>-0.004</td>
<td>0.016</td>
<td>0.062</td>
</tr>
</tbody>
</table>

US

Note: Columns within, between, entry and exit refer to equation (15). The reallocation effect equals real=between+entry-exit. Columns $\Delta TE$, SC and TC refer to equation (16). The total effect equals within+real.

The reallocation effect to be mostly negative. During the first part of our sample, within-firm growth was strong, while pre-crisis, productivity levels declined. Overall, the US banking sector became more productive during the sample period.

Figures 3a and 3b plot the evolution of productivity, the within effect and the reallocation effect in Europe and the US. All graphs are cumulative effects over the sample period. Figure 3a shows more clearly how both reallocation of market shares and bank-level growth contributed to productivity growth in Europe during the first half of the sample. In later years, productivity growth
Figure 3.: Developments in productivity

Note: Decomposition analysis based on results in Table 3. Cumulative results.

slows down due to negative reallocation effects, despite continuous within-firm growth. The US banking sector is characterized by a steady rate of productivity growth, due to a strong positive productivity trend at the bank level. Market share reallocation has contributed negatively throughout, converging to zero towards the end of our sample. In total, these results imply an increase in productivity over the period 1995-2012, on the order of 17% in the US and 24% in Europe.\textsuperscript{19}

Figures 3c and 3d document the development of the cumulative within-firm components. In both the US and Europe, technical change is the most important driver of growth, while changes in efficiency do not have any effect on growth. A main difference between the two regions concerns the returns to scale: the US banking sector is characterized by decreasing returns to scale, while slightly

\textsuperscript{19}We compute these as \((\Pi_{2012} - \Pi_{1995})/\Pi_{1995}\).
decreasing or constant returns to scale is more appropriate for European banks. Decreasing returns implies a less-than-proportionate increase in outputs when scaling up inputs, and hence depresses within-firm productivity growth in the US.

C. Reallocation effects, returns to scale and efficiency

Our decomposition framework allows us to directly assess the impact of efficiency improvements and returns to scale on within-firm productivity developments. Yet, it is equally interesting to study efficiency and returns to scale as potential drivers of the reallocation process. After all, highly efficient firms may be able to free up resources to acquire more market share at the expense of inefficient firms, while at the same time firms may wish to move towards the optimal size from a technological point of view. To investigate these claims, we look at reallocation effects over the distributions of efficiency scores and scale elasticities. In particular, Figure 4 plots reallocation effects over the joint distribution of returns to scale and efficiency, splitting the sample into four groups, according to the bank being above or below the median of returns to scale and efficiency score. The (net) reallocation effect itself, indicated in black, is the difference between the contributions to growth stemming from firms with positive reallocation effects (i.e. high-productive firms gaining market share or low-productive firms losing market share, indicated in dark grey) and from those firms with negative reallocation effects (i.e. high-productive firms losing market share or low-productive firms gaining market share, indicated in light grey). The reason we show positive and negative reallocation separately, rather than just the net effect we have shown up until here, is that it gains insight in the overall degree of market share movements in a given year, regardless of how productive the banks are. In fact, we observe nearly twice more market share movements in Europe, as witnessed by the size of the bars. Note that this fact is consistent with the faster pace of growth in the EU’s Hirschman-Herfindahl index of figure 1. In other words, the typical bank in Europe is twice more likely to gain or lose market share compared to the same bank in the US.

By looking at the marginal distribution of returns to scale, we observe, both in Europe and the US, a large degree of reallocation among the banks with the highest scale elasticities, and much smaller reallocation effects in the lower half. Hence, the largest banks, which are closest to the optimal scale, change market share the most. In the US, the net reallocation effect is positive both for banks with high returns to scale and for banks with low returns to scale. In contrast, only the largest banks in Europe contribute positively to between-firm productivity growth.

20Regarding the timing of events, we plot the reallocation effect between periods \( t - 1 \) and \( t \) versus the joint distribution of scale and efficiency in period \( t - 1 \). We show time-averaged 1-year reallocation effects.
Looking at reallocation along the marginal distribution of efficiency, we observe that less efficient firms contribute more to productivity growth than the most efficient banks. In Europe, the most efficient banks depress growth, while the most efficient US banks have a net reallocation effect near zero. The most efficient firms are unable to grow and become more productive over time, contrary to what we would expect. It appears that more efficient banks do not use their extra profits to acquire a greater market share; rather, it are the less efficient banks attempting to grow to reach the optimal scale and become more efficient in the future.

Finally, looking at the joint distribution of efficiency and returns to scale, we find positive net reallocation effects only for European banks characterized by low efficiency scores and high returns to scale. While large banks create the largest market share movement, it are merely the least efficient banks within this group that grow at the expense of more efficient banks, and contribute to productivity growth. Most likely, these banks aim to become more efficient by acquiring more assets. In the US, positive net reallocation effects are found for all groups except the largest, most efficient banks. Our analysis points towards three main findings regarding the sources of between-firm productivity growth. First, we find that in a more stable environment with less overall market share movements (the US), growth is higher. Second, we show that less efficient banks are better able to grow and gain productivity. Third, we find that large, less efficient banks generate the largest, positive net reallocation effect.

Deregulation designed to increase welfare should therefore take into account the apparent tradeoff between productivity growth and efficiency. As we have seen, efficiency improvements increase productivity directly (see equations (3) and (12)), while less efficient banks contribute to industry growth by changing
market shares.

D. Productivity developments over longer horizons

Up until now, we have investigated productivity developments and its components using annual data. One issue with this approach is that short-run and long-run adjustments are mingled together: a bank restructuring its activities in an effort to become more productive may well suffer from temporary productivity losses, showing up as a negative productivity development. In other words, the gains (or losses) from restructuring which realize in later years are not attributed to reallocation. In an attempt to study productivity over longer horizons, we divide the sample into two periods, with the year 2003 as the dividing year. In particular, we pretend to observe the banking sectors only in the years 1995, 2003 and 2012. We study the growth in productivity by comparing the banking sector in 2003 with that of 1995, and similarly for the second period. Figure 5 shows the development of productivity, as well as the within and reallocation effect, over these longer horizons.

Figure 5. : Long run effects

(a) Europe: productivity decomposed
(b) US: productivity decomposed

Note: Low-frequency decomposition analysis based on equations (15) and (16)

21We use the same estimated output distance function to calculate our measure of productivity; differences in bank-level productivity are therefore not driving these results.

22Showing cumulative reallocation effects, as we do in Figure 3, does not alleviate the problem of attributing long-run gains to within-firm growth rather than between-firm growth. Specifically, it is easy to show that the cumulative between effect for periods $t$ and $t+1$ equals the long-run between effect, $\sum (P_{it+1} - P_{it-1}) (s_{it+1} - s_{it-1})$, which we calculate here, minus $\sum (P_{it+1} - P_{it}) (s_{it} - s_{it-1})$. The last term can be interpreted as a next-period performance effect of current changes in market share. Therefore, relative to the cumulative results, the long-run effects in Figure 5 attribute these long-run gains (or losses) to the reallocation effect, rather than the within effect.
Several observations stand out from Figure 5. First, in Europe, we observe the larger role of efficiency improvements in explaining within-firm growth (Figure 5a). Although this may seem surprising given that the efficiency distribution appears to be stable in the EU (see Figure 2), it shows the importance of looking at micro-level changes rather than focusing only on moments of distributions, an approach we have taken throughout. Technical change remains the dominant driving force in both Europe and the United States. Second, in the US, the reallocation effect is positive; hence, over these 8/9-year periods, under-performing banks lose market share (See Figure 5b). The change in the composition of the banking sectors, together with productivity improvements within surviving banks, yields a more productive sector in the US. In Europe, reallocation gives higher productivity only in the first half of our sample; this effect is undone in the second half. The results in the US are in line with the findings in manufacturing studies, see e.g. Bartelsman and Doms (2000), where the creative destruction margin is found to play a large role.

Finally, Figure 5 clearly shows that most of the productivity gains in Europe are realized in the first years of our sample; in contrast, the period 2003-2012 is more influential in the US. Overall, these results show that the two banking sectors have developed rather differently over the sample period: merely observing productivity growth in both sectors hides the underlying dynamic effects which shape these industries.

V. Conclusion

We contribute to the growing literature on the restructuring of firm assets by studying the productivity dynamics characterizing the banking markets in the EU and the US. Both markets went through a significant consolidation over the last decades, which has changed the banking sector landscape. We construct productivity indicators for banks, using an estimated stochastic output distance function to compute TFP growth. Using these indicators, we document an increase in productivity in both sectors.

Contrary to most manufacturing studies, we find a limited role for reallocation in explaining productivity growth over the sample period 1995-2012. However, reallocation does take place: under-performing banks gained market share in the US during the first sample years, while larger, more productive banks expanded in Europe during the same period. In Europe, this process reverses in later years, yielding limited effects near the end of our sample. Using a longer horizon, we document long-run benefits from reallocation in the US, but not in Europe. Within-firm productivity improvements have contributed to productivity growth throughout, with technical progress as the underlying driver.

The differences between the regions point to different market conditions under which banks operate. We identify two reasons why the reallocation pattern is different between the EU and US. First, it appears that large US
banks have lost market share to competitors, while being more productive, hence restraining productivity growth. In contrast, large European banks are both more productive and have grown, fostering growth. Second, the pace of consolidation over our sample period has been higher in Europe than in the US; we find that more fluctuations in market shares, i.e. a less stable environment, suppresses growth.

This paper has borrowed from a literature focusing mostly on productivity at manufacturing plants. We believe that, once appropriate adjustments are made to important concepts such as productivity, the methods can be applied to many industries, yielding interesting insights in the dynamic effects of changes in operating conditions, such as globalization, openness to trade and deregulation.
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Appendix A: The Foster-Haltiwanger-Krizan Decomposition

Define productivity of firm $i$ in year $t$ as $\Pi_{it}$, $i = 1..I$, $t = 1..T$. Let $\theta_{it}$ denote the market share. We define industry-wide productivity as $\Pi_t = \sum_{i=1}^{I_t} \Pi_{it} \theta_{it}$, which equals the weighted average productivity of all firms active at time $t$.

The number of firms may change over time from $I_{t-1}$ to $I_t$. Letting $N$ denote entering firms, $X$ denote exiting firms and $S$ continuing firms, we obtain $I_{t-1} = X + S$ and $I_t = N + S$. With these definitions, productivity growth between $t-1$ and $t$ can be written as follows:

\[
\Delta \Pi_t = \Pi_t - \Pi_{t-1} = \sum_{i=1}^{I_t} \Pi_{it} \theta_{it} - \sum_{i=1}^{I_{t-1}} \Pi_{it-1} \theta_{it-1}
\]

(A.1)

\[
= \sum_{i \in S} \Pi_{it} \theta_{it} + \sum_{i \in N} \Pi_{it} \theta_{it} - \left( \sum_{i \in S} \Pi_{it-1} \theta_{it-1} + \sum_{i \in X} \Pi_{it-1} \theta_{it-1} \right)
\]

By definition, market shares must sum to 1: $\sum_{i=1}^{I_t} \theta_{it} = 1 \forall t$. Therefore, we also know that:

\[
\left( \sum_{i \in S} \theta_{it} + \sum_{i \in N} \theta_{it} \right) - \left( \sum_{i \in S} \theta_{it-1} + \sum_{i \in X} \theta_{it-1} \right) = 0.
\]

(A.2)

From equation A.1, we add and subtract:

\[
\sum_{i \in S} \Pi_{it} \theta_{it-1},
\]

(A.3)

and we subtract:

\[
\Pi_{t-1} \left( \left( \sum_{i \in S} \theta_{it} + \sum_{i \in N} \theta_{it} \right) - \left( \sum_{i \in S} \theta_{it-1} + \sum_{i \in X} \theta_{it-1} \right) \right),
\]

(A.4)
to obtain the following:

\[
\Delta \Pi_t = \sum_{i \in S} \Pi_{it} \theta_{it} + \sum_{i \in N} \Pi_{it} \theta_{it} - \sum_{i \in S} \Pi_{it-1} \theta_{it-1} - \sum_{i \in X} \Pi_{it-1} \theta_{it-1} + \sum_{i \in S} \Pi_{it} \theta_{it-1} \\
- \sum_{i \in S} \Pi_{it} \theta_{it-1} - \Delta \Pi_t \left( \left( \sum_{i \in S} \theta_{it} + \sum_{i \in N} \theta_{it} \right) - \left( \sum_{i \in S} \theta_{it-1} + \sum_{i \in X} \theta_{it-1} \right) \right) \\
= \sum_{i \in S} (\Pi_{it} - \Pi_{it-1}) \theta_{it-1} + \sum_{i \in S} \Pi_{it} (\theta_{it} - \theta_{it-1}) - \Pi_{t-1} \sum_{i \in S} (\theta_{it} - \theta_{it-1}) \\
+ \sum_{i \in S} (\Pi_{it} - \Pi_{it-1}) \theta_{it} - \sum_{i \in X} (\Pi_{it-1} - \Pi_{t-1}) \theta_{it-1} \\
\]

(A.5)

which is equal to equation (15). For this decomposition, productivity growth is due to within-firm productivity growth evaluated at initial market shares (the first term), market share reallocation towards above-average productive firms (the second term), entrants with productivity above the previous period’s average productivity (the third term) and due to below-average firms exiting the market (the fourth term). This decomposition is due to Foster, Haltiwanger and Krizan (2001).
**Earlier Working Papers:**

For a complete list of Working Papers published by Sveriges Riksbank, see www.riksbank.se

<table>
<thead>
<tr>
<th>Title</th>
<th>Author(s)</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation of an Adaptive Stock Market Model with Heterogeneous Agents</td>
<td>Henrik Amilon</td>
<td>2005</td>
</tr>
<tr>
<td>Some Further Evidence on Interest-Rate Smoothing: The Role of Measurement Errors in the Output Gap</td>
<td>Mikael Apel and Per Jansson</td>
<td>2005</td>
</tr>
<tr>
<td>Bayesian Estimation of an Open Economy DSGE Model with Incomplete Pass-Through</td>
<td>Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani</td>
<td>2005</td>
</tr>
<tr>
<td>Are Constant Interest Rate Forecasts Modest Interventions? Evidence from an Estimated Open Economy DSGE Model of the Euro Area</td>
<td>Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani</td>
<td>2005</td>
</tr>
<tr>
<td>Inference in Vector Autoregressive Models with an Informative Prior on the Steady State</td>
<td>Mattias Villani</td>
<td>2005</td>
</tr>
<tr>
<td>Bank Mergers, Competition and Liquidity</td>
<td>Elena Carletti, Philipp Hartmann and Giancarlo Spagnolo</td>
<td>2005</td>
</tr>
<tr>
<td>Testing Near-Rationality using Detailed Survey Data</td>
<td>Michael F. Bryan and Stefan Palmqvist</td>
<td>2005</td>
</tr>
<tr>
<td>Exploring Interactions between Real Activity and the Financial Stance</td>
<td>Tor Jacobson, Jesper Lindé and Kasper Roszbach</td>
<td>2005</td>
</tr>
<tr>
<td>Two-Sided Network Effects, Bank Interchange Fees, and the Allocation of Fixed Costs</td>
<td>Mats A. Bergman</td>
<td>2005</td>
</tr>
<tr>
<td>Real Exchange Rate and Consumption Fluctuations following Trade Liberalization</td>
<td>Kristian Jönsson</td>
<td>2005</td>
</tr>
<tr>
<td>Modern Forecasting Models in Action: Improving Macroeconomic Analyses at Central Banks</td>
<td>Malin Adolfson, Michael K. Andersson, Jesper Lindé, Mattias Villani and Anders Vredin</td>
<td>2005</td>
</tr>
<tr>
<td>Bayesian Inference of General Linear Restrictions on the Cointegration Space</td>
<td>Mattias Villani</td>
<td>2005</td>
</tr>
<tr>
<td>Forecasting Performance of an Open Economy Dynamic Stochastic General Equilibrium Model</td>
<td>Malin Adolfson, Stefan Laséen, Jesper Lindé and Mattias Villani</td>
<td>2005</td>
</tr>
<tr>
<td>Forecast Combination and Model Averaging using Predictive Measures</td>
<td>Jana Eklund and Sune Karlsson</td>
<td>2005</td>
</tr>
<tr>
<td>Swedish Intervention and the Krona Float, 1993-2002</td>
<td>Owen F. Humpage and Javiera Ragnartz</td>
<td>2006</td>
</tr>
<tr>
<td>A Simultaneous Model of the Swedish Krona, the US Dollar and the Euro</td>
<td>Hans Lindblad and Peter Sellin</td>
<td>2006</td>
</tr>
<tr>
<td>Efficient Bayesian Inference for Multiple Change-Point and Mixture Innovation Models</td>
<td>Paolo Giordani and Robert Kohn</td>
<td>2006</td>
</tr>
<tr>
<td>Derivation and Estimation of a New Keynesian Phillips Curve in a Small Open Economy</td>
<td>Karolina Holmberg</td>
<td>2006</td>
</tr>
<tr>
<td>Technology Shocks and the Labour-Input Response: Evidence from Firm-Level Data</td>
<td>Mikael Carlsson and Jon Smedsaas</td>
<td>2006</td>
</tr>
<tr>
<td>Monetary Policy and Staggered Wage Bargaining when Prices are Sticky</td>
<td>Mikael Carlsson and Andreas Westermark</td>
<td>2006</td>
</tr>
<tr>
<td>The Swedish External Position and the Krona</td>
<td>Philip R. Lane</td>
<td>2006</td>
</tr>
</tbody>
</table>

For a complete list of Working Papers published by Sveriges Riksbank, see www.riksbank.se
<table>
<thead>
<tr>
<th>Title</th>
<th>Authors</th>
<th>Year:Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>The geography of asset holdings: Evidence from Sweden</td>
<td>Nicolas Coeurdacier and Philippe Martin</td>
<td>2007:202</td>
</tr>
<tr>
<td>Evaluating An Estimated New Keynesian Small Open Economy Model</td>
<td>Malin Adolfson, Stefan Lasèen, Jesper Lindé and Mattias Villani</td>
<td>2007:203</td>
</tr>
<tr>
<td>The Use of Cash and the Size of the Shadow Economy in Sweden</td>
<td>Gabriela Guibourg and Björn Segendorf</td>
<td>2007:204</td>
</tr>
<tr>
<td>Bank supervision Russian style: Evidence of conflicts between micro- and macro-prudential concerns</td>
<td>Sophie Claeyys and Koen Schoors</td>
<td>2007:205</td>
</tr>
<tr>
<td>Optimal Monetary Policy under Downward Nominal Wage Rigidity</td>
<td>Mikael Carlsson and Andreas Westermark</td>
<td>2007:206</td>
</tr>
<tr>
<td>Financial Structure, Managerial Compensation and Monitoring</td>
<td>Vittoria Cerasi and Sonja Daltung</td>
<td>2007:207</td>
</tr>
<tr>
<td>Financial Frictions, Investment and Tobin’s q</td>
<td>Guido Lorenzoni and Karl Walentin</td>
<td>2007:208</td>
</tr>
<tr>
<td>Sticky Information vs Sticky Prices: A Horse Race in a DSGE Framework</td>
<td>Mathias Trabandt</td>
<td>2007:209</td>
</tr>
<tr>
<td>Acquisition versus greenfield: The impact of the mode of foreign bank entry on information and bank lending rates</td>
<td>Sophie Claeyys and Christa Hainz</td>
<td>2007:210</td>
</tr>
<tr>
<td>Nonparametric Regression Density Estimation Using Smoothly Varying Normal Mixtures</td>
<td>Mattias Villani, Robert Kohn and Paolo Giordani</td>
<td>2007:211</td>
</tr>
<tr>
<td>The Costs of Paying – Private and Social Costs of Cash and Card</td>
<td>Mats Bergman, Gabriella Guibourg and Björn Segendorf</td>
<td>2007:212</td>
</tr>
<tr>
<td>Using a New Open Economy Macroeconomics model to make real nominal exchange rate forecasts</td>
<td>Peter Sellin</td>
<td>2007:213</td>
</tr>
<tr>
<td>Introducing Financial Frictions and Unemployment into a Small Open Economy Model</td>
<td>Lawrence J. Christiano, Mathias Trabandt and Karl Walentin</td>
<td>2007:214</td>
</tr>
<tr>
<td>Earnings Inequality and the Equity Premium</td>
<td>Karl Walentin</td>
<td>2007:215</td>
</tr>
<tr>
<td>Bayesian forecast combination for VAR models</td>
<td>Michael K. Andersson and Sune Karlsson</td>
<td>2007:216</td>
</tr>
<tr>
<td>Do Central Banks React to House Prices?</td>
<td>Daria Finocchiaro and Virginia Queijo von Heideken</td>
<td>2007:217</td>
</tr>
<tr>
<td>The Riksbank’s Forecasting Performance</td>
<td>Michael K. Andersson, Gustav Karlsson and Josef Svensson</td>
<td>2007:218</td>
</tr>
<tr>
<td>Macroeconomic Impact on Expected Default Frequency</td>
<td>Per Asberg and Hovick Shahnazarian</td>
<td>2008:219</td>
</tr>
<tr>
<td>Monetary Policy Regimes and the Volatility of Long-Term Interest Rates</td>
<td>Virginia Queijo von Heideken</td>
<td>2008:220</td>
</tr>
<tr>
<td>Governing the Governors: A Clinical Study of Central Banks</td>
<td>Lars Frisell, Kasper Roszbach and Giancarlo Spagnolo</td>
<td>2008:221</td>
</tr>
<tr>
<td>The Monetary Policy Decision-Making Process and the Term Structure of Interest Rates</td>
<td>Hans Dillon</td>
<td>2008:222</td>
</tr>
<tr>
<td>How Important are Financial Frictions in the U S and the Euro Area</td>
<td>Virginia Queijo von Heideken</td>
<td>2008:223</td>
</tr>
<tr>
<td>Block Kalman filtering for large-scale DSGE models</td>
<td>Ingvar Strid and Karl Walentin</td>
<td>2008:224</td>
</tr>
<tr>
<td>Optimal Monetary Policy in an Operational Medium-Sized DSGE Model</td>
<td>Malin Adolfson, Stefan Lasèen, Jesper Lindé and Lars E. O. Svensson</td>
<td>2008:225</td>
</tr>
<tr>
<td>Firm Default and Aggregate Fluctuations</td>
<td>Tor Jacobson, Rikard Kindell, Jesper Lindé and Kasper Roszbach</td>
<td>2008:226</td>
</tr>
</tbody>
</table>
Re-Evaluating Swedish Membership in EMU: Evidence from an Estimated Model
by Ulf Söderström

2008:227

The Effect of Cash Flow on Investment: An Empirical Test of the Balance Sheet Channel
by Ola Melander

2009:228

Expectation Driven Business Cycles with Limited Enforcement
by Karl Walentin

2009:229

Effects of Organizational Change on Firm Productivity
by Christina Håkanson

2009:230

Evaluating Microfoundations for Aggregate Price Rigidities: Evidence from Matched Firm-Level Data on Product Prices and Unit Labor Cost
by Mikael Carlsson and Oskar Nordström Skans

2009:231

Monetary Policy Trade-Offs in an Estimated Open-Economy DSGE Model
by Malin Adolfsson, Stefan Läseå, Jesper Lindé and Lars E. O. Svensson

2009:232

Flexible Modeling of Conditional Distributions Using Smooth Mixtures of Asymmetric Student T Densities
by Feng Li, Mattias Villani and Robert Kohn

2009:233

Forecasting Macroeconomic Time Series with Locally Adaptive Signal Extraction
by Paolo Giordani and Mattias Villani

2009:234

Evaluating Monetary Policy
by Lars E. O. Svensson

2009:235

Risk Premiums and Macroeconomic Dynamics in a Heterogeneous Agent Model
by Ferre De Graeve, Maarten Dossche, Marina Emiris, Henri Smeets and Raf Wouters

2010:236

Picking the Brains of MPC Members
by Mikael Apel, Carl Andreas Claussen and Petra Lennartzdotter

2010:237

Involuntary Unemployment and the Business Cycle
by Lawrence J. Christiano, Mathias Trabandt and Karl Walentin

2010:238

Housing collateral and the monetary transmission mechanism
by Karl Walentin and Peter Sellin

2010:239

The Discursive Dilemma in Monetary Policy
by Carl Andreß Claussen and Øistein Reisland

2010:240

Monetary Regime Change and Business Cycles
by Vasco Cúrdia and Daria Finocchiaro

2010:241

Bayesian Inference in Structural Second-Price Common Value Auctions
by Bertil Wegmann and Mattias Villani

2010:242

Equilibrium asset prices and the wealth distribution with inattentive consumers
by Daria Finocchiaro

2010:243

Identifying VARS through Heterogeneity: An Application to Bank Runs
by Ferre De Graeve and Alexei Karam

2010:244

Modeling Conditional Densities Using Finite Smooth Mixtures
by Feng Li, Mattias Villani and Robert Kohn

2010:245

The Output Gap, the Labor Wedge, and the Dynamic Behavior of Hours
by Luca Sala, Ulf Söderström and Antonella Trigari

2010:246

Density-Conditional Forecasts in Dynamic Multivariate Models
by Michael K. Andersson, Stefan Palms and Daniel F. Waggoner

2010:247

Anticipated Alternative Policy-Rate Paths in Policy Simulations
by Stefan Läseå and Lars E. O. Svensson

2010:248

MOSES: Model of Swedish Economic Studies
by Gunnar Bårdssen, Ard den Reijer, Patrik Jonasson and Ragnar Nymoen

2011:249

The Effects of Endogenous Firm Exit on Business Cycle Dynamics and Optimal Fiscal Policy
by Lauri Vilmi

2011:250

Identifying in a Estimated New Keynesian Open Economy Model
by Malin Adolfsson and Jesper Lindé

2011:251

Up for count? Central bank words and financial stress
by Marianna Blix Grimaldi

2011:252
Wage Adjustment and Productivity Shocks
by Mikael Carlsson, Julián Messina and Oskar Nordström Skans

Stylized (Arte) Facts on Sectoral Inflation
by Ferre De Graeve and Karl Walentin

Hedging Labor Income Risk
by Sebastien Betermier, Thomas Jansson, Christine A. Parlour and Johan Walden

Taking the Twists into Account: Predicting Firm Bankruptcy Risk with Splines of Financial Ratios
by Paolo Giordani, Tor Jacobson, Erik von Schedvin and Mattias Villani

Collateralization, Bank Loan Rates and Monitoring: Evidence from a Natural Experiment
by Geraldo Cerqueiro, Steven Ongena and Kasper Roszbach

On the Non-Exclusivity of Loan Contracts: An Empirical Investigation
by Hans Degryse, Vasso Ioannidou and Erik von Schedvin

Labor-Market Frictions and Optimal Inflation
by Mikael Carlsson and Andreas Westermark

Output Gaps and Robust Monetary Policy Rules
by Roberto M. Billi

The Information Content of Central Bank Minutes
by Mikael Apel and Marianna Blix Grimdal

The Cost of Consumer Payments in Sweden
by Björn Segendorf and Thomas Jansson

Trade Credit and the Propagation of Corporate Failure: An Empirical Analysis
by Tor Jacobson and Erik von Schedvin

Structural and Cyclical Forces in the Labor Market During the Great Recession: Cross-Country Evidence
by Luca Sala, Ulf Söderström and Antonella Trigari

Pension Wealth and Household Savings in Europe: Evidence from SHARELIFE
by Rob Alessie, Viola Angelini and Peter van Santen

Long-Term Relationship Bargaining
by Andreas Westermark

Using Financial Markets To Estimate the Macro Effects of Monetary Policy: An Impact-Identified FAVAR*
by Stefan Pitschner

DYNAMIC MIXTURE-OF-EXPERTS MODELS FOR LONGITUDINAL AND DISCRETE-TIME SURVIVAL DATA
by Matias Quiroz and Mattias Villani

Conditional euro area sovereign default risk
by André Lucas, Bernd Schwaab and Xin Zhang

Nominal GDP Targeting and the Zero Lower Bound: Should We Abandon Inflation Targeting?*
by Roberto M. Billi

Un-truncating VARS*
by Ferre De Graeve and Andreas Westermark

Housing Choices and Labor Income Risk
by Thomas Jansson

Identifying Fiscal Inflation*
by Ferre De Graeve and Virginia Quejo von Heideken

On the Redistributive Effects of Inflation: an International Perspective*
by Paola Boel

Business Cycle Implications of Mortgage Spreads*
by Karl Walentin

Approximate dynamic programming with post-decision states as a solution method for dynamic economic models by Isaiah Hull

A detrimental feedback loop: deleveraging and adverse selection
by Christoph Bertsch

Distortionary Fiscal Policy and Monetary Policy Goals
by Klaus Adam and Roberto M. Billi

Predicting the Spread of Financial Innovations: An Epidemiological Approach
by Isaiah Hull
Firm-Level Evidence of Shifts in the Supply of Credit
by Karolina Holmberg

Lines of Credit and Investment: Firm-Level Evidence of Real Effects of the Financial Crisis
by Karolina Holmberg

A wake-up call: information contagion and strategic uncertainty
by Toni Ahnert and Christoph Bertsch

Debt Dynamics and Monetary Policy: A Note
by Stefan Laséen and Ingvar Strid

Optimal taxation with home production
by Conny Olovsson

Incompatible European Partners? Cultural Predispositions and Household Financial Behavior
by Michael Haliassos, Thomas Jansson and Yigitcan Karabulut

How Subprime Borrowers and Mortgage Brokers Shared the Piecial Behavior
by Antje Berndt, Burton Hollifield and Patrik Sandås

The Macro-Financial Implications of House Price-Indexed Mortgage Contracts
by Isaiah Hull

Does Trading Anonymously Enhance Liquidity?
by Patrick J. Dennis and Patrik Sandås

Systematic bailout guarantees and tacit coordination
by Christoph Bertsch, Claudio Calcagno and Mark Le Quement

Selection Effects in Producer-Price Setting
by Mikael Carlsson

Dynamic Demand Adjustment and Exchange Rate Volatility
by Vesna Corbo

Forward Guidance and Long Term Interest Rates: Inspecting the Mechanism
by Ferre De Graeve, Pelin Ilbas & Raf Wouters

Firm-Level Shocks and Labor Adjustments
by Mikael Carlsson, Julián Messina and Oskar Nordström Skans

A wake-up call theory of contagion
by Toni Ahnert and Christoph Bertsch

Risks in macroeconomic fundamentals and excess bond returns predictability
by Rafael B. De Rezende