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1 Introduction

Many agents in the economy, including economic policy makers, regularly publish forecasts of the devel-
opment of the economy. Since important economic and political decisions usually are based on forecasts
it is crucial that these predictions are as accurate as possible. Therefore, evaluations are regularly un-
dertaken to assess the performance. Usually evaluations compare the forecast at a specific point in time
with the outcome, or using a statistical measure based on the two quantities. One such measure is the
mean absolute errors (MAE), see for example Diebold (2007) and Gneiting (2011). Albeit informative,
such evaluations are in general insufficient. A large forecast error, for a particular observation, can be
a consequence of a shock that could not have been foreseen. Comparing different agencies is a common
way to handle this problem. For example, central banks, international organizations and other insti-
tutions regularly publish evaluations of their forecasts and compare them with other forecasters (see
e.g., Sveriges Riksbank (2016); Bank of England (2015); European Central Bank (2013); Vogel (2007);
Timmermann (2007)). More in-depth analyses of forecasts are presented at a less frequent basis. For
instance Blix et al. (2001) compare different forecaster’s performance of key Swedish macroeconomic
variables. Andersson et al. (2007) estimate the Riksbank’s accuracy in relation to that of the National
Institute of Economic Research and simple econometric specifications. Davies and Lahiri (1995) and
Bauer et al. (2003) compare the agents of the Blue Chip Survey and Boero et al. (2008) assess the
Bank of England Survey of External Forecasters. Goh and Lawrence (2006) compares the accuracy of
New Zealand forecaster’s RMSE and their average relative rank. Cabanillas and Terzi (2012) present an
assessment of the European Commission’s track record and compares the forecast errors of GDP growth
to those of other international institutions.

Comparing forecasters is appealing but not necessary straightforward. One problem with comparisons
is that forecasts are published at different points in time. In practice, this implies that different forecasters
have different amount of information when they prepare their forecasts. To make a fair comparison, this
must be accounted for. One attempt to reduce this problem is to compare forecasts produced at almost
the same point in time. This approach is far from flawless since one month of information may be
important, e.g. if a quarter of National Account figure is published that particular month. Another
problem is that this approach utilizes only a subset of the available forecasts. We argue that a fair
comparison between forecasters requires that the differences in information must be adjusted for in a
quantitative way.

The contribution of this paper is that we propose a method to account for the fact that forecasts
are made at different points in time, and thus with different amount of information, when comparing
the accuracy. We represent the amount of information by timing, that is, the distance between the
publication date and outcome date. In the model, the timing effect and the respective forecasters

underlying performance (ability) are estimated simultaneously. The model rests on the assumption that



part of a forecaster’s average error can be explained by the timing. To our knowledge this paper is
the first study that, in a quantitative way, takes into account the differences in timing when comparing
the performance of forecasters. A forecaster that publishes its forecasts later than others can also be
expected, ceteris paribus, to have a slightly better accuracy. A Monte Carlo simulation shows that this
is the case and that the proposed model can correct for this. In an empirical application, the model
is used to assess the forecasting performance of Swedish forecasters with respect to GDP growth and
CPI inflation for the period 1999-2015. The ranking of the forecasters depends on weather information
differences are accounted for or not. Overall, we find the model well-suited for comparing forecast
performance.

The paper unfolds as follows: Section 2 presents the empirical framework and the econometric model
and Section 3 holds a Monte Carlo simulation. Section 4 presents the empirical application and Section

5 concludes the paper.

2 Empirical Framework

This section discusses the effect of the information content, measured by time to outcome, and explains
why this is an important determinant of the size of the forecast error. The forecast error is expected
to become smaller the nearer (in time) to the outcome the prediction is made. We then present an
econometric model that adjusts for differences in timing when estimating the ability of the different

forecasters.

2.1 The Forecast Error

Let gs¢,n, be the forecast for the growth rate of variable y for year ¢, made by individual ¢, h months prior
to the end of year ¢ (the period the outcome is known). The error of a particular forecast is then defined

by:

Vit,h = Yt — Yit,h (1)

This error is expected to decline as the horizon shrinks, because the information set grows over time.
For a forecast of a variable expressed as an annual average, the errors decrease at a non-linear rate as
quarterly or monthly outcomes of the particular prediction year become available. We exemplify this
with quarterly data, by looking at how annual and quarterly growth rates are related. The annual change

of a variable is a function of the quarterly changes during the last four quarters according to:!

Yra —Yr—-1,1 _ Yyra 1= Yt “ Yr—1,4 X Yr—-1,3 “ Yyr-12 1 (2)

Yr—-1,1 Yyr—-1,.1 Yr—-1,4 Yr-1,3 Yr-1,2 Yr-i1,1

I Similar calculations can easily be generalized to an arbitrary frequency.



where yr , is the level of variable y in quarter g of year T'. Let g%_’ q and g}_’ o be the annual and quarterly

change for quarter ¢ of year T'. Equation (2) can then be expressed as:

1+ 9%,1 =(1+ 9;,1) * (14 9%71,4) * (14 9%71,3) * (14 9%71,2) (3)

The annual change of quarters 2, 3 and 4 are calculated as equation (3). Thus, the yearly (average)

growth for year T, A yr, can be stated as the average of the annual change in the year’s quarters:

1
1 (1+ 9%,1) * (1 + 9%71,4) * (1 + 9%71,3) *(1+ 9;71,2)4' (4)

Agyr =
(1+ 9%,2) * (14 9%,1) * (14 9}71,4) *(1+ 9%71,3)‘*‘
(1 +973) * U+ 9g72) ¥ 1+ g71) * (1 +g7_1.4)+

(14 gka) * (L4 gha) # (14 gho) + (1 + gh)| 1

Equation (4) shows that the annual growth rate of year T is a function of all quarterly growth rates
from the second quarter of the previous year, T'— 1, until the last quarter of the forecast year, T. The
equation also indicates that the quarters weigh differently in terms of yearly growth. Table 1 present the

weights.

Table 1: The relative importance of each quarter in annual average calculation

Year: T'— 1 Year: T
Quarter 1 2 3 4 1 2 3 4
Weight 0/16 1/16 2/16 3/16 4/16 3/16 2/16 1/16

Accumulated weight 0/16 1/16 3/16 6/16 10/16 13/16 15/16 16/16

Note: The table shows the weights of each quarter in the yearly calculation, together
with the proportion of the full year value (accumulated) known at each point in time.
See also equation (4).

Table 1 reveals that a forecast of the annual average of year T' made in the first quarter the year
prior to the outcome, T'— 1, do not include any information of the outcome. One quarter later, i.e.
second quarter in year T — 1, 1/16 of the outcome is known. As the first quarter of the forecast year
becomes available, 10/16 of the yearly outcome is known to the forecaster. Note that these calculations
are stylized and do not consider recurrent revisions of quarterly outcomes, which is a common feature
of macroeconomic data.? The practical implication of the growing information set is that less of the
outcome needs to be forecasted as time proceed. We call this the outcome effect.

In addition to the outcome effect, there exist other reasons to why the forecast errors are expected

to decrease the closer to the outcome the forecast is made. For example, the degree of persistence in

2 GDP data are usually revised back in time when a new outcome is published. Seasonal adjustments may also lead to
revision of historical GDP observations.



the data. If we assume that the quarterly growth of variable y in period ¢ is a function of the quarterly

growth in the previous period we get the following relation:

Y =Cc+ayi—1+ €

®)

For future periods t + 1, ...,t 4+ H, equation (5) is a simplified description of the expected future quar-

terly growth rates which the forecaster can use at each forecast occasion. The parameter o (persistence

of y) determines how far into the future a new outcome will remain important. We call this effect the

persistence effect.’

Given the timing effects (i.e., outcome effect and persistence effect), we can calculate how the expected

forecast errors, in absolute terms, will decrease as the distance to the outcome decreases. In Figure 1 we

plot a calculation of the expected forecast error as a function of the timing assuming « to be 0.3 and 0.6

respectively.? The size of the forecast error before any information of the outcome is known, i.e. the first

quarter of the year prior to the outcome year T'— 1, has been normalized to 1. Figure 1 provides a sketch

showing that the functional form of the expected size of the forecast error depends on the outcome effect

and the persistence effect. This study uses this functional form to account for the expected decline in

the errors.

= Qutcome effect = = Qutcome & Persistence effect, @ =03 = Qutcome & Persistence effect, 0=0.6
12 1.2
1.0 1 1.0
0.8 4 0.8
0.6 1 0.6
04 1 04
02 4 02
0.0 0.0

Figure 1: The impact of the timing on the size of the forecast error

Note: The black solid line indicates the extent to which the expected error
depends on the outcome effect, the dashed and dotted lines indicates the extent
to which the error depends on the outcome and persistence effects, where the
persistence coeflicient « is set to 0.3 and 0.6, respectively.

3 Moreover, indicator series and forecasts given by other institutions may enhance the information set even more.
4 As a reference, an estimation of a based on quarterly data for Swedish GDP during 1994-2015 gives the value 0.3.



2.2 The Econometric Model

Given the panel structure of data and following the previous section, the absolute forecast error, denoted

by €, can be explained by:®

€it,h = OMp b, + Ut 1y (6)

where M, p, is the timing effect, defined as M, = 1 — Wy . The accumulated weight, Wi p,
increases as the parts of the prediction year become known.® As Wit,n increases M;, ;, decreases and
could be seen as a proxy for missing information at the time of the publication. The coefficient §
represents the marginal effect on the absolute forecast error of having less information. We model the
absolute errors in equation (6) without an intercept, hence, at horizon zero the absolute forecast error is
also zero since the full outcome is then known. The disturbances u;+,j, can be divided into two unobserved

components and an idiosyncratic random disturbance term, according to:

Uit,h = Mi + A¢ + €t (7)

where the individual specific effect p; is interpreted as the (genuine) ability of forecaster i. This ability
is assumed to be constant over time. A; is a time specific effect which refers to the year the forecast
concerns. This effect is assumed to be common for all forecasters. e; p is the idiosyncratic disturbance

term. Rewriting equation (6) gives the following specification:

€it,h = OMyp p + pri + A + €ip (8)

Hence, the method to adjust for information differences when comparing the forecast performance
across institutions is based on the assumption that the (absolute) forecast errors can be divided up
into different components: a component that is due to the amount of information available at the time
of publication (M;; ), a component that reflects the different forecasters’ general forecasting perfor-
mance/ability (u;) and a component that captures that different years can be more or less difficult to
forecast (\¢).”

In equation (8) we assume a common information effect for all years. Nevertheless, we will also
control for time varying slope coefficients. One might argue that the fact that different years can be

more or less difficult to forecast does not only affect the level of the forecast error but also the functional

5 The method may also be adopted to other error measures. The measure should be selected on the base of the loss-function

of the forecasters, see for example Patton (2015). However, comparing different evaluation measures is beyond the scope
of this paper.

In the estimation we calculate the weights based on monthly observations in contrast to the quarterly weights presented
in Table 1. Thus, a forecast produced in December will have a different weight compared to a forecast produced in
October. We also assume a publication lag of one month, which means that the December outcome becomes available
in January.

A somewhat similar decomposition for analyzing forecast errors in a panel data setting has been used by Davies and
Lahiri (1995), Davies (2006) and Boero et al. (2008) with the difference that they do not adjust for timing.



form of the information effect (i.e., the slope). Hence, a more flexible specification becomes:

€it,h = Ot Mie b + 1bi + At + €itn 9)

We estimate model (9) using the within (or fixed effect) estimator. The within estimator is preferred
when the individual-specific factors are constant over time. Moreover, the within estimator allows for
correlation between the fixed individual-specific effects and the other explanatory variables, without
violating the assumption of no correlation between observable and unobservable determinants of the
dependent variable. This is due to the fact that the within transformation wipes out the individual-
specific effects, see Baltagi (2001). Since the individual-specific effects in this model, which are interpreted
as each forecasters individual forecast ability, may be correlated with the other explanatory variables,

the within estimator is appropriate.

3 Monte Carlo Simulation

3.1 Mode of Procedure and Method of Analysis

As described in previous section, the functional form of how the forecast errors decline over time is given
by the outcome effect and the persistence effect. However, the sizes of these effects are unknown, but can
be estimated in an econometric model such as equation (9). This model also estimates individual-specific
effects that we argue represent the individual forecasting performances. In order to test if the model
actually do capture the ability of the individuals, we conduct a Monte Carlo simulation. In the simulation
we evaluate the model’s comparison between institutions and contrast the model to a traditional mean
absolute error (MAE) statistic. We use the following data generating process for the absolute forecast

errors (€;;,p):

€it,h = Lag,p + i + it (10)
where,
24
Lith = 1—( Z wj + Z oﬂwz) (11)
j=h+1 i=1,...,h
j=h,...,1
o if h <12
wp = (12)
2 ifh>12
Eit,h = |€z't,h (13)
eitn ~ N(0,07) (14)



Lt p, represents the information effect h months before the complete outcome is known. L is
calculated as one minus the outcome effect and the persistence effect. wy is the monthly weights in the
full outcome. In the simulations we assume that all years are equally hard to predict when generating
data.

We model the ability using an individual-specific bias (u;) that we assign to each forecaster in the
simulation. g; is an error term that is the absolute value of a normally distributed error with mean zero
and variance 2.8

Furthermore, we create seven fictive forecast institutions, (A, B, ---, G). Each institute produces
four forecasts each year according to a fixed publication calendar.” This gives eight forecasts from each
institute for each outcome since we assume a maximum forecast horizon of 24 months prior to the
outcome. In the set up, institute A has the shortest average horizon while institute G has the longest.!?
Thus, A has an advantage, due to most information available, at average when forecasting. Besides
being affected by the forecast occasion, the errors are influenced by the individual specific biases. In

the evaluation one would like the institution with the lowest bias to be ranked by the model as the best

(number one). We construct two different assignments (cases) of ability:
1. pa = pp =--- = pg: Equal ability
2. pa > pup > -+ > pg: Unequal ability, different direction to the timing effect

In the first case we expect the performance of all institutions to be equal, and in the second case we
expect A to have the poorest forecast ability and G the best. In Case 2 we set the sequential differences
between forecasters A—G to 0.02. Subsequently, the difference between the best and the worst forecaster
is 0.12.11

The value of « is varied in the study and we also do two different evaluation samples. The first is
a single-year evaluation (N = 1) and the second is based on 10 years. However, the evaluations are
always computed with S = 100,000 Monte Carlo replicates. For each replicate, .S;, we rank the forecast
performance according to the estimated ability in equation (9) and the MAE statistic. From the 100,000
rankings we compute the proportion of each institution in each position.

Figure 2 presents the main findings from the Monte Carlo simulation. Our proposed model is labeled
Adj. MAE and is compared to the MAE. The results in the figure are presented as the observed

proportion of each forecaster in each ranking position.

8 The expected mean of €it,h 18 O'\/g. In the main simulations we set o to 0.3 but we also do the simulations using o

equal to 0.15.

9 Publication months: A = {Mar, Jul., Oct., Dec.}, B = {Mar., Jun., Sep., Dec.}, C = {Mar., May., Sep., Nov.}, D =
{Feb., May., Aug., Nov.}, E = {Feb., Apr., Aug., Oct.}, F = {Jan., Apr., Jun., Nov.}, G = {Jan., Mar., Jul., Sep.}.

10 Average horizon in months: A=11, B=11.5, C=12, D=12.5, E=13, F=13.5, G=14.

HThe values of y; and o are inspired from Swedish GDP and CPI forecast error data.
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Figure 2: Monte Carlo simulations

Note: The graphs show the observed proportion of each forecaster in each ranking position according to our proposed model
in equation (9) (Adj. MAE) and according to the MAE statistic. In the top panel we have equal ability, ua = up = -+ = ug
and the sample size, N, is equal to one year. The graphs (a) and (b) show a simulation assuming no timing effect (a =
1). Graphs (c¢) and (d) show a simulation where the timing effect is given by outcome effect only (o« = 0). The lower
panel presents the case of a outcome effect and unequal ability according to ua > ug > -+ > ug, thus, A is expected
to be ranked as number seven. The the single year evaluation graphs (e) and (f) have N equal to one while the ten year
evaluation graphs (g) and (h) have N equal to ten. Results based on S = 100,000 replicates. All simulations have the
standard deviation, o, in the error term set to 0.3.

3.2 The Equal Ability Case

We start with the case with equal ability and no timing effect (case 1). This case is included because
we do not want our procedure to distort the performance of the MAE statistic when no timing effect is
present. The simulations are based on a single-year evaluation. The results are given in Figure 2a and
2b for the two statistics. The timing effect is eliminated by equating the persistence coefficient « to one.
Since the abilities are set equal for all seven forecasters we expect each forecasters ranking to be uniform
in each position. As given in Figure 2a and 2b both our model and the MAE statistic handle this case
well. The rankings are evenly distributed for all forecasters.

In the second equal ability simulation we add a timing effect, consisting only of the outcome effect.
The rank proportions are still expected to be uniformly distributed across the institutions. Figure 2c
shows that our proposed model achieve the expected. However, the MAE fail to rank the forecasters

properly in this case, see Figure 2d. The information advantage of forecaster A is interpreted as A being



the best forecaster in about 40 per cent of the replicates. This is actually not surprising, but will distort
an evaluation.

We have also computed a case of random ability. In this case each forecaster is given an ability
from a uniform distribution between 0 and 0.16 in each replicate.'? Since the forecasters share the same
distribution, the forecasters still have the same expected ranking over the simulation. The result of the

random ability case is thus similar to the results shown in case 1 with equal ability.

3.3 An Unequal Ability Case

The lower part of Figure 2 presents results when we do not assume equal ability (case 2). More precisely
we now assume that the generated ability order of the forecasters are such that the forecaster with the
shortest average horizon is the poorest, pa > pup > --- > pg. In other words, the timing effect and the
ability now pulls in different directions. In this case we expect forecaster G to be ranked as number one
and A as number seven. Figure 2e and 2f show results for a single year, N = 1. Since the information
effect and the ability works in different directions the MAE statistic concludes that the forecasters are
approximately equally good, see Figure 2f.'> However, our model does a better job in this case, see
Figure 2e. Forecaster G is top ranked in about 40 per cent of the cases and forecaster A exhibits the
poorest rank in approximately 40 per cent of the replicates.

If we instead of evaluating a single year undertake an evaluation based on 10 years, the performance
of our model improves further. This is presented in Figure 2g. Forecaster G is now correctly ranked as
best in 70 per cent of the replicates, forecaster F as second best in 50 per cent of the times and forecast
A as being worst in over 70 per cent of the generated samples. The MAE statistic is still giving wrong
rankings, see Figure 2h.

The ability may also work in the ”same direction” as the timing effect. Then the unadjusted MAE
statistic would work better than in case 2, and slightly better than the adjusted statistic, since it has a
bias towards a ranking that follows the direction of the timing effect. The adjusted statistic performance

is in line with the results of case 2.

3.4 A Measure of Incorrect Rankings

The overall results from the Monte Carlo are robust also for different designs of the simulations. This
is evident in Table 2, which present simulations based on different values of the residual variance, the
persistence parameter, as well as the sample size. In the table we present a measure of incorrect rankings

(MIR) for a comparison based on observed, O; ,, minus expected, E; ,, frequency for individual ¢ in

12By setting the upper limit to 0.16 we get an average sequential difference of 0.02 and an average difference between the
best and the worst forecaster of 0.12, as in case 2.

13This is of course not always the case. If we vary the size of the information effect and abilities the resulting proportions
are also varied.

10



ranking r for method j according to the following:

G 7
1)1
MIR; = — | — ir — Fi)2(1+ pi)? 1
Rj= ¢ 49;:AT§:1(0, )21+ pi) (15)

where p; is the absolute distance between the expected, E[r;], and the observed ranking, r;:
pi = |E[ri] —ril. (16)

Thus, p works as a penalty parameter of having large deviations in the ranking position. In the
first ability case we do not have an expected ranking position, E[r;], meaning that all p; is set to zero,
while in the second ability case we set p according to equation (16). The column Adjusted refers to MIR
according to our proposed adjusted MAE statistic, while the column Unadjusted refers to MIR based on

a traditional MAE statistic.

Table 2: Monte Carlo simulation: Design and incorrect rankings results

Measure of Incorrect Rankings

i N o a Adjusted Unadjusted
0.0 0.00 0.08
0.30 0.8 0.01 0.08
) 1.0 0.00 0.00
0.0 0.00 0.15
0.15 0.8 0.01 0.14
Case 1: 1.0 0.00 0.00
KA =HB =" = MG 0.0 0.00 0.20
0.30 0.8 0.02 0.19
1.0 0.00 0.00
10
0.0 0.00 0.30
0.15 0.8 0.04 0.29
1.0 0.00 0.00
0.0 0.45 0.62
0.30 0.8 0.46 0.61
) 1.0 0.45 0.45
0.0 0.36 0.64
0.15 0.8 0.37 0.59
Case 2: 1.0 0.36 0.36
HA > BB > > UG 0.0 0.28 0.65
0.30 0.8 0.29 0.58
1.0 0.28 0.28
10
0.0 0.10 0.68
0.15 0.8 0.11 0.56
1.0 0.10 0.10

Note: p; is the generated individual forecast ability. N is the number of years in the evaluation sample.
o is the standard deviation in the error term and « is the persistence parameter. Note that the value of
0.8 on monthly data approximately corresponds to the line with 0.6 on quarterly data in Figure 1. See
equation (10) for the data generating process. The column Adjusted refers to the measure of incorrect
rankings (MIR) values based on our proposed model in equation (9). The column Unadjusted refers to
MIR based on a traditional mean absolute error statistic. MIR calculations according to equation (15),
where a lower value indicates a smaller ranking error. Results based on 100,000 replications.

Overall, for both ability cases, the MIR values are lower for the Adjusted method, indicating a smaller
ranking error, compared to the Unadjusted method. Only when « is one (i.e. no timing effect), the MIR

value for both methods are the same. This is, however, in line with what one would expect. All in all,

11



the simulations suggest that the model can handle different situations regarding to the timing effects,
which is shown in Figure 2 and Table 2. The Monte Carlo simulations also suggest that our model can
adjust for different publication dates and identify the ability of the forecasters. Furthermore, the model
does not distort the estimated ability if no information effect is present. The MAE statistic on the other
hand is severely affected in the Monte Carlo study by differences in information. We also note that our
model performs much better when the sample size increase and that the model performance increases
as the variance in the error term is reduced. Hence, we conclude that our model, overall, is preferred

compared to an unadjusted statistic.

4 Empirical Application

We now use the model for a real-world application. We pay special attention to two things: The
importance of the timing effect by itself and how it affects the ranking. This is done by looking at the

data and through estimated quantities in our model.

4.1 Data and Descriptive Statistics

In the application we use data from 10 Swedish forecasters.'* The forecasts are annual averages for
Swedish GDP growth and CPI inflation and are made up to two years prior to the outcome, yielding
a maximum forecast horizon of 24 months. The data covers the period 1999-2015. From the forecasts
we calculate the absolute value of the forecast error based on the first available outcome. The absolute
errors then give rise to two quantities: the MAE statistic and our timing adjusted ability statistic.
Table 3 presents the data by means of summary statistics for each institutions absolute forecast errors.
The number of forecasts differs for the various institutions and so does the average forecast horizon.!®
The average horizon provides a first indication on how the adjustment will affect the evaluation, but is by
no means exhaustive. In practice the horizon for each forecast will matter. The average horizon differs
at most by (slightly more than) two months. Two months in this case is definitely enough for potential
information disadvantages. The lower part of each panel in Table 3 demonstrates that the forecast errors
vary more within each institutions set of errors than between the institutions. This is an indication
that forecasters regularly adjust their forecasts, probably due to new outcomes and short-term forecast
errors. The small variation between the institutions suggest a prominent “herd behavior” among the

forecasters.'6

14The evaluated institutions are the same as in Sveriges Riksbank’s yearly evaluation, see for example Sveriges Riksbank
(2016): Swedish Ministry of Finance (MoF), HUI Research (HUI), National Institute of Economic Research (NIER),
Swedish Trade Union Confederation (LO), Nordea (NDA), the Riksbank (RB), Scandinaviska Enskilda Banken (SEB),
Svenska Handelsbanken (SHB), Confederation of Swedish Enterprises (SN), and Swedbank (SWED).

15 Although there are some regularities regarding when various institutions publish their forecasts the publication calenders
are not fixed and can vary between the years.

16The occurrence of herd behavior among institutions is not particularly remarkable. Forecasters study approximately the
same information and have access to each others forecasts and analyses.

12



Table 3: Descriptive statistics for absolute forecast errors, 1999-2015

Number of Mean Mean  Standard Mean  Standard

forecasts horizon | value deviation Min - Max value  deviation Min - Max
| Panel (a) GDP | Panel (b) CPI

MoF 84 11.7 1.15 1.34 0.00 6.7 0.51 0.60 0.00 3.1
HUI 136 11.3 1.16 1.33 0.00 7.5 0.56 0.62 0.00 3.5
NIER 141 11.7 1.17 1.46 0.00 7.7 0.48 0.63 0.00 3.2
LO 69 12.1 1.25 1.40 0.00 7.2 0.51 0.52 0.00 2.3
NDA 125 12.6 1.13 1.22 0.00 6.9 0.59 0.65 0.00 2.9
RB 164 11.5 1.09 1.30 0.00 6.9 0.55 0.73 0.00 3.8
SEB 136 12.3 1.09 1.24 0.00 6.5 0.51 0.58 0.00 3.5
SHB 115 12.0 1.27 1.36 0.00 7.0 0.56 0.67 0.00 3.3
SN 121 12.1 1.23 1.40 0.00 7.5 0.59 0.68 0.00 3.3
SWED 92 13.5 1.35 1.44 0.00 7.7 0.64 0.70 0.00 3.1
Overall N=1183 12.0 1.18 1.34 0.00 7.70 0.55 0.65 0.00 3.80
Between n =10 0.08 1.09 1.35 0.05 0.48 0.64
Within N/n=118.3 1.34 —-0.17 7.71 0.64 —0.09 3.80

Note: The table describes the absolute errors from the forecasts (GDP in panel (a) and CPI in panel
(b)) published by institutions over the period 1999-2015. In total there are 10 forecasters with a to-
tal of 1183 forecasts. The overall average of the absolute forecast error is 1.18 for GDP and 0.55 for
CPI. Owerall refers to the entire dataset. The Between variation shows the variation of the means of
each institution (across time periods), and Within refers to the variation about the respective mean
of each institution. Note that the between and the within standard deviation does not add up to the
overall deviation since the two standard deviations are not calculated around the same mean value.

4.2 Estimated Timing Effect

This section discusses and estimates the information content effect in the data. Starting with the results
reported in Panel A in Table 4. Panel A in Table 4 presents the estimation results of equation (8) for
GDP and CPI, respectively. The models include a full set of fixed forecast year and individual-specific
effects. As expected, the contribution from the distance between the forecast and the outcome on the
absolute forecast error is positive and significant for both variables. The estimated coefficient for the
timing suggests that the marginal effect on the absolute forecast error, of producing the forecast with
full information instead of no information of the outcome, is around 1.4 percent for GDP and 1.1 percent
for CPL.

We cannot reject that the estimated effect of the information content is common for all forecasters.
This is tested by the joint hypothesis §;—1 = d;—2 =, ....,d;=10 = 0. Moreover, the forecast year effects
are strongly significant for both variables. This means that some years have been harder to predict
than others. This effect is included in the model to separate the difficulty of different years from the
individual effect, which we call ability. We test differences in the ability of the various institutions with
a joint F-test. The test finds no significant differences between the institutions accuracy for the assessed
variables. This is because the variation between the forecasters is much smaller than the variation within
each forecaster.

Figure 3 plots the observed absolute forecast errors for GDP and CPI for the horizons together with
a regression line according to the estimations of timing from Panel A in Table 4. The regression lines

represent the best fits of the whole sample of the data, and can be used to adjust the absolute forecast
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Table 4: Estimation results

Panel A Panel B

GDP CPI GDP CPI1

Coef. SE p-val.  Coef. SE p-val.  Coef. SE p-val.  Coef. SE p-val.
Timing 1.425%*%% 0.071 0.000  1.085*** 0.036 0.000
Timing*Year
1999 0.722*%** 0.189 0.000  1.092*** 0.114 0.000
2000 0.262* 0.139 0.060  0.259*** 0.067 0.000
2001 2.212*%** (0.138 0.000 0.616*** 0.114 0.000
2002 0.820*** (0.101 0.000  0.570*** 0.051 0.000
2003 1.208*%** (0.100 0.000 0.205* 0.118 0.083
2004 1.084%*%* (0.114 0.000  1.179*** 0.111 0.000
2005 0.022 0.067 0.738  1.230*** 0.077 0.000
2006 1.558%** (0.077 0.000  0.211*** 0.053 0.000
2007 —0.329*%** 0.124 0.008  0.270*** 0.078 0.001
2008 1.944%%* (0.119 0.000  1.063*** 0.091 0.000
2009 7.563*** 0.196 0.000  3.412*** 0.154 0.000
2010 3.713*** 0.192 0.000 0.316*** 0.078 0.000
2011 0.549*** (0.119 0.000  1.019*** 0.124 0.000
2012 1.429*%** 0.147 0.000  1.448*** 0.093 0.000
2013 0.211* 0.114 0.064  1.468*** 0.089 0.000
2014 0.280*** 0.081 0.001 1.732*** 0.087 0.000
2015 0.194* 0.103 0.061 1.695%** 0.113 0.000
Year effects Yes*** Yes*** Yes*** Yes***
Individual effects Yes Yes Yes*** Yes**
Individuals 10 10 10 10
Observations 1183 1183 1183 1183
Adj. R-squared  0.642 0.539 0.907 0.745
RMSE 0.803 0.438 0.410 0.326
F(16, 1140) 130.07 59.61
Prob.>F 0.000 0.000

Note: *** denotes statistically significant at the 1 per cent level, ** significant at the 5 per cent level and * sig-
nificant at the 10 per cent level. The table shows selected estimates for 10 Swedish forecasters over the period
1999-2015 together with robust standard errors (SE). Year is the the forecast year and not the year of the fore-
cast origin. In Panel A the reported estimates are based on equation (8), while Panel B show estimates from
equation (9).

errors with respect to the timing effect. This is done by subtracting the estimated effect from individual
absolute errors. The individual effect (u;) represent each forecasters mean deviation from the estimated
line (after accounting for year effects). Thus, the estimated individual effect is appropriate to assess and
compare the forecasting ability of the different institutions.

It is clear from Figure 3 that the variability in the errors increase with the forecast horizon. Although,
the estimated marginal effects presented in Table 4 are still unbiased and consistent, the longer horizons
will dominate the short horizons.!” This is due to the fact that errors are generally further from the
expected error (fitted line) in the long horizons and will therefore be adjusted more.

The increasing variability in the errors with the horizon is to a large extent given by the fact that
the difficulty to forecast a variable can differ across years. This means that both the size of the error

and the marginal timing effect can differ across years. To illustrate this we also estimate equation (9),

17The presence of heteroskedasticity should not alter the ’central’ position of the OLS line. Least square estimates are still
unbiased and consistent but not efficient. Thus, the estimated standard errors are biased, so the usual confidence intervals
and test statistics are incorrect. The standard errors reported in Table 4 are, however, corrected for heteroskedasticity
using White’s robust standard errors, see White (1980). Clustering the standard errors on year or institutions does not
alter the results.
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Figure 3: Absolute forecast errors and estimated average effect of timing

and thus allow for time-varying marginal timing effects (i.e. d;). Panel B of Table 4 clearly suggests that
there are large and significant variations in the estimated timing effects across different years for both
GDP and CPI. The hypothesis of homogeneous timing effects across forecast years is strongly rejected.'®
Subsequently, a model that accounts for heterogeneous timing effects across years is required to capture
the behavior of the forecast errors correctly. One caveat with this specification is that it is more sensitive
to the number of observations in each year. Our data set has about 60-70 observations per year.

All years, except for GDP in 2007, exhibit the expected timing effect. This is shown by positive
estimates in Panel B in Table 4. The GDP timing coefficient for 2007 is negative, which is driven by
data.' In an application one may think this is appropriate, whereas, it is also possible to restrict the

coefficients to be non-negative.

4.3 Estimated Abilities and Rankings

For the flexible specification in Panel B in Table 4 the joint F-test on the individual-specific (ability)
effects becomes significant. Thus, a more careful modeling of the forecast errors pick up systematic
differences between different forecasters GDP and CPI predictions over time.?°

The estimated individual effects from equation (9), which are interpreted as each institutions forecast
ability (adjusted for the differences in timing when forecasting) can be used for a fair comparison of the
performance. In Figure 4 we plot the estimated ability for each institution (for GDP and CPI respectively)
for the entire period 1999-2015. The figure presents two measures. The black bars show the ability, that

is the adjusted mean absolute error, estimated from the individual effects obtained from Panel B in

18 A joint F-test, presented in Panel B of Table 4, of parameter constancy test of the hypothesis that the coefficients are
identical across years is rejected at the 0.0001 level for both GDP and CPI.

19During 2007 the forecasters seem to been presented to GDP disinformation as time evolved. In practice, the outcomes
during the first half of 2007 were stronger than the forecasts, which led to upward revisions. When the third quarter
outcome was published, the first and second quarter outcomes where revised downwards. This had a non-negligible
impact on the 2007 annual average, since these quarters together weigh 7/16. See Sveriges Riksbank (2008) for more
information. As a consequence this led to the unusual pattern where early forecasts were more accurate than later ones.

20This joint test investigates the null hypothesis that all forecasters share the same ability against the alternative that at
least one of the forecasters ability differs from the others.
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Table 4. This ability is expressed as deviations from the all-institutions average, u} = fi; — % S . A
positive bar (u; >0) corresponds to a larger adjusted forecast error than the average forecaster and thus
a lower forecast ability, whereas a negative bar (uf <0) implies the opposite. The gray bars represent
an MAE statistic, also stated as deviations from the all-institutions average MAE.

Figure 4, ordered by the black bars, shows that there exist differences in the forecasting ability between
the assessed institutions. In pair-wise comparisons these differences are sometimes quite small but in
other cases non-negligible. Furthermore, it is noted that the two measures give rise to somewhat different
rankings between the institutions. Thus, an adjustment of the errors with respect to the differences in

timing have implications on the comparison.

® Adjusted Mean Absolute Error Mean Absolute Error ® Adjusted Mean Absolute Error Mean Absolute Error
0.20 020 020 0.20

0.15 1 015 015 1 0.15

-0.15 -0.15 -0.15 -0.15
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(a) GDP growth (b) CPI inflation

Figure 4: Estimated relative forecast ability

Note: Adjusted Mean Absolute Error refers to estimated ability according to our proposed model in equation (9). Mean
Absolute Error refers to a MAE statistic. Both series are demeaned by the overall mean based on all institutions. Thus, a
negative value tells us that the individual have a forecast performance above the average.

5 Conclusions

Different forecasters typically prepare and publish their forecasts at different points in time. This means
that the forecasts are based on different amount of information. When the forecasters performance
is assessed and compared this may severely distort the conclusions. This paper introduces a way to
handle these problems by means of a simultaneous estimation of the forecasters’ ability and the effect
of different information content. We then use the ability measure to compare the forecasters. We
argue that a forecast comparison that do not adjust for differences in timing may be misleading due
to information advantage or disadvantage. This view is supported by Monte Carlo evidence. The
Monte Carlo simulation also concludes that increasing the evaluation sample size is beneficial to the
proposed method. The implication of this is that a single year evaluation is not sufficient to retrieve
reliable estimates of the forecasters’ ability. Finally, the method is applied to a real-world dataset of

10 Swedish forecasters for the sample period 1999-2015. These forecasters are ranked based on their
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ability to forecast Swedish GDP and CPI inflation. Our first finding is that the timing of the forecasts
do matter for the forecast error. Thus, comparisons based on unadjusted mean absolute errors may give
unfair results. We conclude that our proposed method is preferred over the traditional statistic when

comparing the performance of forecasters.
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